
COBOT : Collaborative Robot

By

Arsalan Latif

Enrollment No. 01-133192-019

Aimen Mughall

Enrollment No. 01-133192-014

Iqra Nadeem

Enrollment No. 01-133192-047

Supervised By

Assistant Professor Mr.Hassan Danish

Session 2019-23

A Report is submitted to the Department of Electrical Engineering,

Bahria University, Islamabad.

In partial fulfillment of requirement for the degree of BS(EE).



Collaborative Robots 

2 
 

Collaborative Robots 

Sustainable Development Goals 

 

SDG No Description of SDG SDG No Description of SDG 

SDG 1 No Poverty SDG 9 Industry, Innovation, and Infrastructure 

✓  

SDG 2 Zero Hunger SDG 10 Reduced Inequalities 

SDG 3 Good Health and Well Being SDG 11 Sustainable Cities and Communities 

✓  

SDG 4 Quality Education SDG 12 Responsible Consumption and 

Production 

✓  

SDG 5 Gender Equality SDG 13 Climate Change 

SDG 6 Clean Water and Sanitation SDG 14 Life Below Water 

SDG 7 Affordable and Clean Energy SDG 15 Life on Land.   

  ✓  

SDG 8 Decent Work and Economic Growth SDG 16 Peace, Justice and Strong Institutions 

  SDG 17 Partnerships for the Goals 
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Range of Complex Problem Solving 

  Attribute Complex Problem   

1 Range of conflicting 
requirements 

Involve wide-ranging or conflicting technical, engineering and other issues.  

2 Depth of analysis required 
Have no obvious solution and require abstract thinking, originality in 
analysis to formulate suitable models.  

3 Depth of knowledge required 
Requires research-based knowledge much of which is at, or informed by, the 
forefront of the professional discipline and which allows a fundamentals-
based, first principles analytical approach. 

 

4 Familiarity of issues Involve infrequently encountered issues ✓  

5 Extent of applicable codes Are outside problems encompassed by standards and codes of practice for 
professional engineering. 

 

6 
Extent of stakeholder 
involvement and level of 
conflicting requirements 

Involve diverse groups of stakeholders with widely varying needs.  

7 Consequences Have significant consequences in a range of contexts. ✓  

8 Interdependence Are high level problems including many component parts or sub-problems  

Range of Complex Problem Activities 

  Attribute Complex Activities  

1 Range of resources Involve the use of diverse resources (and for this purpose, resources include 
people, money, equipment, materials, information and technologies). 

 

2 Level of interaction 
Require resolution of significant problems arising from interactions between 
wide ranging and conflicting technical, engineering or other issues. ✓  

3 Innovation 
Involve creative use of engineering 
principles and research-based knowledge in novel ways. ✓  

4 Consequences to society and 
the environment 

Have significant consequences in a range of contexts, characterized by 
difficulty of prediction and mitigation. ✓  

5 Familiarity  
Can extend beyond previous experiences by applying principles-based 
approaches.  
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Abstract

Robots without additional sensors automatically stop when a collision

is detected, which causes unneeded downtime and wear and tear on the

installation. With the aid of the time-of-flight vision camera Kinect V2

along with ultrasonic distance sensor, a speed and separation monitor-

ing system is examined in this paper. For continuous detection of human

workers within a shared workspace, a Microsoft Kinect V2 vision camera

is used along with Distance Ultrasonic sensor .It’s feasible to Calculate

distances between all of Robot joints also along the Human worker with

the aid of the joint angle information provided by the robot control. The

robot’s velocity and acceleration values are then set to safe values after

the shortest distance, which also happens to be the critical distance time,

is identified. The safety of human-robot interaction can be improved by

real-time object or human detection and Distance measurement and cal-

culation, which can avoid the robot from collision with people or objects.

With VREP software aid and the setup, the algorithm is tested in both

a virtual and actual environment. Robot speed can be adjusted in accor-

dance with the distance people enter a shared workspace by observing the

human skeleton and object recognition.
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1.1 Motivation

The trend towards automation has led to a significant increase in the de-

mand for industrial robots over the past decade, and this growth is ex-

pected to continue. It is estimated that over 1.5 million new industrial

robots will be installed across various industries worldwide between 2018

and 2025.

Robots are capable of completing a wide range of tasks, but there are

still some tasks that require human involvement. To address this, the next

generation of robots will combine the adaptability and problem-solving

skills of humans with the strength, endurance, and precision of robots.

There is a growing interest in Collaborative Robots (Cobots) that are

designed to work safely with humans and can operate outside of their pro-

tective enclosures. In order to meet this demand, new robots are being

developed with specialized sensors that allow them to safely work along-

side people in the workplace. As of mid-2021, around 40 companies were

already promoting cobots, which is a strong indication of their increasing

popularity.

Despite their growing popularity, collaborative robots still have lim-

itations and may not be able to perform certain tasks. While they are

designed to stop when they encounter obstacles, they may lack proactive

collision detection capabilities. However, there is potential for robots to in-

teract with people in real-time and adapt their behavior based on incoming

objects. Vision sensors can help set up cobots in a way that is beneficial

for their productivity, safety, and future uses.

COBOT : Collaborative Robot 2



1.2 Related Work

How to maintain safety in a shared workspace where human robot col-

laboration is taking place has been the subject of extensive research in

recent years. There are many ways within that that have been provided to

the scientific community. In recent work, safety was maintained by using a

trajectory-dependent dynamic speed and separation monitoring. Another

approach made use of numerous Kinect V1 setups to track both human

and robot motion and then use that knowledge to decide on safe robot

motions. A depth space technique was also discussed in which depth space

data was used to create repellent vectors to change the joint velocities of

the robots under robot control . security, and potential future uses.

Within a simulated environment, speed and separation are monitored.

Modeling both humans and robots in a sample assembly operation allows

for the establishment of the minimal protective distance for the entire pro-

cess. After determining the position and speed of people inside the robot

workspace with the help of laser scanners, the safe separation distance is

calculated based on the robots’ reported position and velocity. Another

approach makes use of a ladar sensor to find people. When a moving ob-

ject is detected, these sophisticated hardware-linked methods cannot tell

a person from an object.

1.3 Project background

Due to the trend toward automation, which has gotten significantly more

popular over the past ten years and is predicted to continue, there has

been an increase in the demand for industrial robots. More than 3-million

brand new Industrial-robots will likely be Installed in factories worldwide

COBOT : Collaborative Robot 3



between 2021 and 2023, according to estimates.

Even though robots are capable of many different tasks, some still need

human assistance. As a result, the next generation of robots will meet this

need by fusing human Problem solving and adaptability. abilities with

robotic Strength, Endurance, and also Precision. Demand for developing

brand-new Robots which are Safe for use Outside of their armored environ-

ment has increased due to the growing interest in so-called collaborative

robots (cobots). Modern robots have specialized sensors for secure inter-

actions with people. The fact that there are more manufacturers and that

hundreds of businesses will be promoting cobots in 2022 is proof that these

cobots are becoming more and more popular.

However, these cobots appear to have Limitation’s and not yet pre-

pared to carry out tasks that require interaction. Robotics are basically

programmed to halt in Emergency mode when robots run into a barrier,

but it is frequently impossible to discern when a collision is intended. It is

obvious that it would be fascinating to design an environment that requires

interaction where a Robot interacts with humans in real time and modifies

its behavior in response to the state of some nearby objects. Visual sensors

can help you design a space that is suitable for work, safe, and future use.

1.4 Project Description

To have a secure and Real time setting, this project makes use of a cutting-

edge robotic arm, Ultrasonic distance sensor and Time of Flight Kinect

3D-Camera. The Speed of Robot will be regulated using Human-skeleton

tracking and object-detection. Kinect V2 sensor is responsible for capturing

the color and depth images and processing the depth data to locate the

joints of the human body. The Kinect then sends data to the Arduino

COBOT : Collaborative Robot 4



controller via serial communication to control the robotic arm based on

the detected human body movements. The Arduino controller initializes

the servo motors that control the robotic arm and sets up the ultrasonic

sensor. It then waits for a signal from the Kinect to start the tracking

process. Once a signal is received, the Arduino controller starts reading

the distance data from the ultrasonic sensor and moves the robotic arm

based on the distance readings.

1.5 Research Objective

This project objective is to recognize and put into practice real-time human-

robot interaction by adjusting the robot’s speed in accordance with the

distance needed to arrive at a secure location. In order to create a secure

environment, researchers are also exploring and implementing real-time in-

teractions between humans and robots by adjusting the robot’s speed in

relation to distance. A robotic arm, ultrasonic distance sensor and a 3D

Kinect camera will be used in the proof-of-concept to create an adaptive

system.

1.6 Project Scope

This project’s scope includes:

� Conducting a literature review to investigate the potential for human-

robot interaction.

� Building a robot’s kinematic model that enables driving in both joint

and Cartesian space.

� Establishing Communication channel among matlab and Controller

COBOT : Collaborative Robot 5



to enable safe (speed) control over the cobot and gain total access to

it.

� Then process includes the collection of data from the Kinect camera,

followed by real-time processing to generate a human skeleton model.

The model is then utilized for basic pose recognition and distance

calculations. .

� In order to illustrate the setup visually and to demonstrate a proper

working algorithms, a 3D virtual test environment (V-REP) that

is available must be configured. This will ensure that the various

methods are sound and safe to use before being implemented on

Robot.

� Using a real-world setup with real-time object tracking to implement

speed and separation monitoring.

� Using a straightforward human posture command to give flexibility

and dynamic setting to the arrangement.

COBOT : Collaborative Robot 6



Chapter 2

Literature Review
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2.1 Introduction

Several alternatives to the conventional viewpoint have been put forth by

research in robot safety to prevent collisions and maintain a safe working

distance between active robot systems and various objects at the working

scales of robots. The majority of the literature is concerned with locating

and averting potential collisions.

2.2 Purpose of Review

To track any object that comes closer to the robot, a vision sensor for map-

ping the environment is required. Reviewing serves the purpose of deter-

mining how effective an object detection sensor like the Kinect 3D Camera

is mainly due to the cheaper prices and easy commercial availability of

these sensors.

2.3 Ultrasonic Sensor

2.3.1 Introduction

An ultrasonic sensor functions by emitting high-frequency sound waves

and analyzing the reflected sound as an electrical signal to determine the

distance of an object. Ultrasonic waves move at a faster pace than sounds

that humans can hear. The ultrasonic sensor consists of two crucial com-

ponents: the transmitter, which generates sound waves using piezoelectric

crystals, and the receiver, which detects the sound waves after they have

traveled to and from the target.

COBOT : Collaborative Robot 8



Figure 2.1: Ultrasonic Sensor

2.3.2 Principle and Working

The sensor calculates the distance to an object by measuring the time it

takes for a sound wave to travel from the transmitter to the receiver. This

calculation can be expressed using the formula D = 1/2 ( T x C), where D

represents the distance, T represents the time, and C represents the speed

of sound, which is usually around 343 meters per second. For instance, if

an ultrasonic sensor was aimed at a box and it took 0.025 seconds for the

sound to return, the distance to the box would be calculated as:

D = 0.5 x 0.025 x 343

Ultrasonic sensors are mainly employed for proximity sensing, and their

applications include self-parking and anti-collision systems in automobiles.

They are also utilized in robotic obstacle detection systems and manufac-

turing technology. When it comes to proximity sensing, ultrasonic sensors

are less prone to interference from smoke, gas, and other airborne parti-

cles compared to infrared (IR) sensors (although they are still affected by

physical factors such as heat).

COBOT : Collaborative Robot 9



Figure 2.2: Ultrasonic Sensor Principle

In addition to proximity sensing applications, ultrasonic sensors are

employed as level sensors to detect, monitor, and control liquid levels in

enclosed containers like vats used in chemical plants. The medical field

has benefited significantly from ultrasonic technology, which has facilitated

the production of images of internal organs, identification of tumors, and

monitoring the well-being of fetuses in the womb.

2.4 Kinect Sensor

2.4.1 Introduction

There are many options available today for rendering 3D environments,

ranging from the most expensive and precise technologies to affordable

devices that are even accessible to consumers. Such inexpensive sensors,

like Microsoft’s Kinect, have a significant impact on current computer vi-

sion and robotics research. Kinect gives Dense-depth prediction with high-

frame-rate Color images, despite being initially created for communication

COBOT : Collaborative Robot 10



(a) Kinect Camera V1 (b) Kinect Sensor V2

Figure 2.3: Type of Kinect Camera Sensors

in a video game setting. The newest Kinect camera is version 2, and there

are two different models: Kinect V1 and Kinect V2. Kinect V2 uses time of

flight technology to find distance as opposed to v1, which relied on pattern

projection. In this project, the Kinect v2 sensor will be used.

2.4.2 Separation Distance Calculation

Kinect v2 uses an infrared (IR) camera to acquire depth data using optical

time-of-flight (TOF) technology. The fundamental idea behind TOF is to

track how much time passes between an object emitting light and collecting

that light after it has been reflected by it. Pulsed wave and continuous

wave (CW) are the two primary technologies used by TOF cameras. In

the first scenario, a high-speed counter synchronized with the transmitted

signal measures the delay between the transmitted and received pulses.

equation-2.1, which uses c as Speed of Light and ∆t as the evaluated time-

difference, can be used to quickly calculate the distance d given this time

delay.

d = c
∆t

2
(2.1)

The very high speed of light necessitates a very high-speed counter,

making this method impossible to implement with silicon components op-

COBOT : Collaborative Robot 11



Figure 2.4: Location of the Kinect v2 camera’s cameras, sensors, and co-
ordinate system

erating at room temperature. In order to determine pi and distance, the

most popular algorithm is Continuous-wave (Cw), which involves emitting

Modulated-light and comparing the phase shift to the reflected signal. The

phase meter shifts the reflected signal by 90 degrees using four different

samples from Q1 to Q4 to determine the phase shift. Using the Equation

2.2, f is signal’s Frequency and pi is phase shift picked up by the phase

meter, the distance d is then calculated. It is observed that the sensor mod-

ulation of the Kinect V2 is not capable of frequency or time integration,

unlike other TOF cameras.

d =
c

4πf
Φ (2.2)

with

Φ = atan
Q3−Q4

Q1−Q2
(2.3)

COBOT : Collaborative Robot 12



Figure 2.5: The Kinect makes use of the CW ToF principle.

There is a shift distance because the CW measurement is based on

phase shift. The blurring distance d is the distance over which the broad-

cast occurs, and the Kinect equation makes use of several frequencies

(roughly 120MHz, 80MHz, and 16MHz) to get rid of this ambiguity ef-

fect.

d =
c

f
(2.4)

Figure 2.6: The phase change is determined using four samples with a shift
of 90 degree. The electric charge per control signal is represented by the
numbers Q1 to Q4.

COBOT : Collaborative Robot 13



2.4.3 Kinect Communication

MATLAB will be used for calculations and Kinect camera interaction. The

process of creating algorithms is made simpler by MATLAB’s numerous

built-in functions for transforming and manipulating point cloud data.

2.4.4 Human Skeleton Tracking

Depending just on sensors’ depths and colors information, the Camera

sensor provides a built-in or integrated solution for modeling human skele-

tons. The algorithm determines where the skeleton’s 25 vertices are, as seen

in Figure. Because a complete human skeleton is extremely complex,It’s

crucial to remember that the skeleton created is an image. Although the

algorithm is perfect, camera sensor can construct a partial Skeleton and

anticipate the locations of additional Joint’s when particular part’s of the

human-body are unknown.

Figure 2.7: The various skeleton joints that the Kinect v2 camera picked
up are represented.

COBOT : Collaborative Robot 14



2.4.5 Human and object Detection

In this project, the skeleton approach and the point cloud approach to

object detection are both examined. Only points are highlighted when

point-cloud algorithm is implemented; no identifiable objects are present.

As a result, the entire environment must be specified to get rid of pointers

from stationary things, such as robotic arm base. Benefit of this theory is

that it allows for the detection of any object—be it a person or another

machine—that enters the workplace and helps prevent collisions.

The skeleton can only be used to identify people who are entering the

workplace. Any unidentified system can be used because the skeleton al-

gorithm is not flawless, but there is no assurance of identity. Although

self-occlusion and variations in bone length can cause problems with skele-

ton tracking, the calculations necessary to locate the joints are handled

by the camera hardware, which reduces the computational effort. These

shortcomings are tolerated as a concrete evidence facility since other, more

reliable technology is employed in industrial applications.

2.5 6-DOF Robotic Arm

2.5.1 Introduction

This research is intriguing because the robotic arm is a crucial part of it.to

take a closer look at the characteristics and operation of this robotic arm.

2.5.2 Robotic Arm Specifications

The robotic arm is 6-DOF robotic arm with six rotational joints. Equipped

with 6pcs MG996 analog servos controller for the joint and claw.

COBOT : Collaborative Robot 15



Figure 2.8: 6- DOF Robotic Arm
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Table 2.1: Robotic Arm Specifications.

Arm Type 6-DOF Robotic Arm with Servos

Arm material Aluminum

Arm size 31 * 22 * 7.5cm / 12.20 * 8.66 *
2.95in

Servo’s MG996 analog servos

Servos quantity 6

Servos working
voltage

4.8 7.2V

Servos Torque 10kg.cm

2.5.3 Robotic Arm Kinematic Model

Each robot arm can be represented as joints (rigid bodies) connected to

each other by joints. This structure can only be represented using lower

pairs. A two-dimensionalkinematics architecture of the manipulation is il-

lustrated and is shown in Fig 2.7. Once the angles of the six rotary joints

of the robotic arm are known, Position of each joint can be determined

uniquely. To calculate exact Position of robotic arm, a coordinate system

is assigned to each joint. To locate one coordinate system in relation to

another, at least 4 factors must be known. Despite the fact that there are

multiple approaches to specify these factors, one of them is the Denavit-

Hartenberg notation. Figure 2.8 shows the resultant Denavit Hartenberg

interpretation. and therelating Denavit Hartenberg parameters.

COBOT : Collaborative Robot 17



Figure 2.9: 2D Kinematics notation of robotic arm With or Without the
Denavit Hartenberg coordinat-systems.

Figure 2.10: Robotic Arm Denavit-Hartenberg parameters
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Chapter 3

Separation

Distance-Calculation
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In order to analyze data, whether it be from a point cloud, skeleton

joint coordinates, or robot arm positions, all points must be referenced

to a specific frame of reference. However, since the frame of reference can

move, comparing it to other points, such as in Distance-calculations, can

be highly impractical. In this chapter, a technique is presented for defining

the position and orientation of a coordinate system, as well as for convert-

ing its points into a desired world coordinate system. By processing data

from both the camera and the robot, it becomes possible to calculate the

minimum distance between the robot and a human being.

3.1 Homogeneous transformation Matrices

Most typical method to describe the point’s in the Space is to use Cartesian-

Coordinates (X, Y, and Z). Each point can be expressed as a vector field

so that uniform transformations can be carried out [WX WY WZ W1]^T with

W is a Weighing coefficient set in the robotics for 1. The result is the fol-

lowing notation to describe the points in accordance to the chosen frame

of reference.

P =


x

y

z

1

 (3.1)

The homogeneous transformation matrix H is a 4x4 matrix that is

used to convert a position vector from one reference frame to another.

The rotational vector R, a position vector p, a projection vector f, and a

weighting factor w make up the matrix. Projection in Robotics, Vector is
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denoted to 01 Ö 3 and the weight factor is set to 1.

H =


R11 R12 R13 a

R21 R22 R23 b

R31 R32 R33 c

0 0 0 1

 (3.2)

3.2 Translation

Position-vector [a b c 1]^T is used in Figure 3.1 to represent how Coordinate-

system could be translated in Space. But because the orientation doesn’t

change, the rotation matrix is an identity matrix.

H =


1 0 0 a

0 1 0 b

0 0 1 c

0 0 0 1

 (3.3)

To determine the dimensions of point p in relation to the axes of coor-

dinate system 1, one can easily obtain this information by pre-multiplying

the position vector of point p with the uniform transformation matrix

described in equation 3.4. (x1, y1, z1) starting from a point p with coordi-

nates (x2, y2, z2) relation to coordinate-system 2, and by using coordinate-

system 1 to determine its position.


x

y

z

1

=


1 0 0 a

0 1 0 b

0 0 1 c

0 0 0 1




x2

y2

z2

1

=


x2 + a

y2 + b

z2 + c

1

 (3.4)
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Figure 3.1: A system of translated coordinates.

3.3 Rotation

A reference frame can rotate in addition to being translated, as shown

in Figure 3.2. The rotated axes’ unit vector in relation to the original

coordinate-system is represented in each column of a rotation matrix,

which serves as the representation for these rotations. The resulting trans-

formation matrix is presented in Equation 3.5.

H =


R11 R12 R13 a

R21 R22 R23 b

R31 R32 R33 c

0 0 0 1

 (3.5)

We will use Figure 3.3’s rotation matrix for coordinate system 2 as an

illustration. The vectors for the y2 and z2 can be formulated similarly to

the previous method, yielding Rotatio- matrix R shown below.

R =


0 −1 0

1 0 0

0 0 1

 (3.6)
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Figure 3.2: Conversion from coordinate system 1 to 2, with +ive angles
with conventional orientation.

Figure 3.3: Rotated coordinate systems, as an example.

3.4 Transformation

The complete transformation produces the complete homogeneous trans-

formation matrix by combining translation-rotation as discussed in preced-

ing Sections. In order to derive the position vector relative to coordinate

system 1, the resulting homogeneous matrix is multiplied beforehand with

the position vector from coordinate system 2, using a similar approach to

that outlined in Equation 3.4.
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
x1

y1

z1

1

=


R11 R12 R13 a

R21 R22 R23 b

R31 R32 R33 c

0 0 0 1




x2

y2

z2

1

 (3.7)

As an illustration, we will transform point p with coordinates (x2, y2,

z2) in relation to coordinate-system 2 to determine its position in relation

to coordinate-system 1. Rotation matrix is the same as that in equation

4.6. The outcome of Equation 3.8 is obtained by filling in the remaining

equation with the parameters from Figure 3.4.


x1

y1

z1

1

=


0 −1 0 −7

1 0 0 3

0 0 1 4

0 0 0 1




2

3

4

1

=


−10

5

8

1

 (3.8)

Figure 3.4: Translated-rotated coordinate-systems.

3.5 Separation Distance Calculation

Once the data obtained from the camera and the robot are referenced

to a specific world coordinate system, it becomes possible to calculate the
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minimum distance between the robot and a human operator. This is so that

all data may be represented using the same reference frame and Cartesian-

coordinates. Use the following equation to calculate the Euclidean distance

between two places.

d =

√
(x1 − x2)

2 + (y1 − y2)
2 + (z1 − z2)

2

An alternate method is to figure out how far people and robots are

from one another in depth space. In this scenario, instead of translating the

depth data from the 3D camera into Cartesian space, the system computes

the distances to the rays originating from the camera center.This approach

employs the skeleton and point cloud data, however since it just uses raw

depth data, it is not further developed.

The minimal distance of separation is obtained by computing Euclidean

distance to each joint after getting the skeleton-joints. Since just 25 joints

have been acquired, this computation requires very little computer re-

sources. The technique is also used on the filtered point cloud because

there are very few points there. The two methods used to determine the

distance have no appreciable time difference.

Figure 3.5 displays a comparison of the distance computation. Be-

cause the skeleton-tracking technique detects the interior positions of the

skeleton-joints and the point cloud approach uses the body’s outside shell,

it should be noted that the computed distance varies between the two

methods. The closest distance to the TCP is determined in this example,

however more sites might be readily added.
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Figure 3.5: Distance calculation Illustration with point cloud (on left side)
and skeleton (on right side) approach.
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Chapter 4

Human-Robot Interaction
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We will examine human-robot interaction in greater detail in this chap-

ter, including potential outcomes put into use robotic -installations. The

different interaction methods and Safety requirements are first described.

Standardized stopping functions are described in more detail.

Figure 4.1: Human - Robot Interaction

4.1 Introduction

A relatively recent development in robotics called human-robot interac-

tion is changing how we think about traditional production environments.

Robotic interaction with humans was initially strictly forbidden and robots

were completely fenced.The safety features were implemented to minimize

any interaction between robots and workers and ensure that powerful ma-

chines do not cause harm to humans. It frequently required a complete

stop or to turn off the power source when operators needed to commu-

nicate with the robot. It is obvious that this strategy did not increase

productivity and efficiency, necessitating the development of new system

designs.

COBOT : Collaborative Robot 28



Figure 4.2: Categorisation of Human-Robot-Interaction

Hybrid production systems, which feature close cooperation between the

robot and its coworker, are the solution to these issues. A new type of pro-

duction is made possible by fusing human flexibility and problem-solving

abilities with robot strength, endurance, and precision. This new type of

production enables much greater human flexibility and allows for much

more higher-value and safer work to be done by humans. Human-robot col-

laboration can be very profitable, especially in small and medium-sized pro-

ductions, even though this new method involves many additional manda-

tory safety measures aspects.

4.2 Types of Interaction

Two interaction parameters can be used to categorize human-robot inter-

actions: Space and time. We can say that there is no interaction if the

human and the robot do not move in a shared workspace or at the same

time (Figure 4.1).
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Coexistence refers to the traditional applications in which there is no

need for human intervention during the operation process. To maintain

a distinct workspace, the robot is enclosed and all access is controlled.

The operator will still need to go into the workspace of the robot for sole

Purpose of performing Maintenance, when the cobot is off.

When collaboration exists, Robotic arm and human employee share

a workspace, though they are not present at the same time. Installations

where people load and unload the robot cell are typical applications. Safety

measures must be taken in this situation as well to ensure that robotic arm

will not function when object is nearby.

Collaboration, which allows humans and robots to work together in

the same space, is the most advanced form of interaction. For the robot

to be able to detect people, dependable sensors are needed, and its range

of motion must be constrained. Additionally, the setup in the robotics lab

will use this kind of interaction.

Figure 4.3: Different forms of human-robot interactions.
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4.3 ISO Standards

To guarantee that robots are implemented safely in a wide range of applica-

tions, various institutions have created safety standards. The International

Organization for Standardization (ISO), a global network of standardiza-

tion organizations, is one of these organizations with Belgium being one

of 162 nations. Standards describe agreements, specs, or Criterian related

product, Service, or Method. Despite what the general public believes,

Standards did not developed or approved by Government’s or other Au-

thorities.

The ISO 10218-1:2011 and ISO 10218-2:2011 are the standard’s used

in this project. They are both concerned with the safety requirements for

industrial robots. These standards only briefly (about eight pages out of

152) describe the requirements for collaborative operation. As a result, new

standards are being created, such as ISO/TS15066, which is specifically

intended for collaborative guidance.

4.4 Economic Importance

Collaboration between humans and robots may be the answer to pro-

duction lines with variable demand and low output quantities, as well as

enhancing the effectiveness of present facilities.Integrated manufacturing

systems may be a more cost-effective solution, especially for production

batches that are too large for manual assembly but too small for fully

automated assembly using robots.

Robotics adoption in business could result in more high-skilled job

opportunities. It will raise productivity at work and support employers

in making the best use of employees’ working hours. Additionally, it will
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Figure 4.4: Collaborative Robot Cobot Market Size.

support and enable the growth of the entire economy and, in challenging

inflationary times, even boost its GDP.Even though it isn’t specifically

using its skills (such as packaging, machine maintenance, etc. ), a collab-

orative robot is made to function alongside people. However, it might be

beneficial. Your employees might benefit from it in order to accomplish

some goals. The installation of some robot cells will only serve to provide

laborers with the components they need to assemble objects.

While there are many advantages to human-robot collaboration, it is

important to remember that there is no one size fits all solution for all pro-

duction lines, so existing robotic facilities must still be in place. Although

it has the potential to develop new uses for robots in areas where they

haven’t been before, human-robot interaction is an extension of current

tools.
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Figure 4.5: Collaborative Robot Cobot Cost based on Production Volume.

4.5 Cobot Stopping functions

The robot will need to respond when a safety limit is reached in order to

prevent further damage from occurring. Based on the installation’s reason

and kind, this will frequently result in a stop to the robotic arm movements,

though it can be done in a variety of ways. Two distinct stopping functions,

an emergency stop and a protective stop, are mandated by the ISO 10218-

1:2011 standard. In figure 4.2, a comparison of the two stop categories is

shown.
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Figure 4.6: An emergency stop and a protective stop are contrasted.

4.6 Types of Collaborative Robot Operation

Cobots are inexpensive industrial robots that can operate close to hu-

mans without putting them in danger. Cobots can be used for a variety of

tasks, including machine maintenance, welding, packaging, and palletizing

because they are more adaptable than standard or traditional industrial

robots.The four main categories of collaborative robots are safety mon-

itored stop, speed and separation, force and power limiting, and hand

guiding.

4.6.1 Force and power Limiting cobot

The majority of people probably picture collaborative robots as being force

and power constrained cobots. There is no longer a need for safety barri-

ers because they are specifically built to detect human contact and stop

operating. Smaller applications are where they work best.

4.6.2 Safety Rated + Monitored Stop cobot

The need to manually restart a robot is eliminated by safety-rated moni-

tored stop robots, which detects when human enters a specified area and

cease operation until human leaves that Workspace. The robot automati-

cally resumes its task after the person has left. When a person and a robot
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Figure 4.7: Cobot opeartion types.

are not interacting as much, these are typically used.

4.6.3 Fenceless or Speed and separation cobot

In scenarios where limited interaction with humans is necessary, but they

still require access to the robot, ”fenceless” collaborative robots with high

speed and separation capability can be useful. To ensure safety, laser area

scanners are often employed to define the proximity zones around the

robot’s work area. As an individual approaches the robot, it decelerates,

and if the person enters the workstation’s reachable area, the robot stops

altogether. Once the operator exits the designated workspace, the robot

resumes its regular speed of operation.
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4.6.4 Hand Guided cobot

Cobots with hand-guiding capability feature a safety-rated device at the

end of their arm, which enables them to be physically guided or moved by a

human operator. This approach allows for rapid and simple programming

of new robot placements and trajectories by hand, which is well-suited for

mobile applications where cobots move between different stations and need

to be retrained to perform various tasks. This method is also effective in

scenarios where cobots need to be frequently reprogrammed for new duties.
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Chapter 5

System Implementation
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The establishment of the implementation in the virtual and physical en-

vironments is briefly described in this chapter. The project is implemented

virtually in Coppelia Software.

Figure 5.1: Set up Illustration In Coppelia Software.

5.1 Hardware Setup Implementation

5.1.1 Matlab Interface for Serial Communication with Con-

troller

To acquire data from kinect v2 sensor for object detection and object

distance measurement, we have to install some packages and tool boxes to

perform operation. These packages includes Image Acquisition Toolbox,

Computer Vision Toolbox, Kinect Matlab and so on.

The MATLAB Image Acquisition Toolbox also supports the Kinect

sensor, which is a popular depth camera system that can be used for a

wide range of applications, including 3D scanning, gesture recognition, and

augmented reality. To use the Kinect with the Image Acquisition Toolbox,

we will need to install the Kinect for Windows SDK, which provides the
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Figure 5.2: Matlab Support Packages for kinect V2 Sensor.

necessary drivers and software for communicating with the Kinect sensor.

Once installed SDK, we can use it to acquire depth and RGB images from

the Kinect sensor in MATLAB. With this toolbox, we can develop custom

applications that leverage the power of the Kinect sensor for a wide range

of applications in computer vision and robotics.

5.1.2 Speed and Separation Monitoring (SSM)

For SSM MATLAB code is responsible for capturing the color and depth

images from Kinect and processing the depth data to locate the joints of

the human body. The code then sends data to the Arduino via serial com-

munication to command or direct the movements of the robotic arm based

on the detected human body movements. The Arduino code initializes

the servo motors that control the robotic arm and sets up the ultrasonic

sensor. It then waits for a signal from the MATLAB code to start the

tracking process. Once a signal is received, the Arduino starts reading the
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distance data from the ultrasonic sensor and moves the robotic arm based

on the distance readings. When a human body is detected by the MAT-

LAB code, it sends a signal to the Arduino, which then starts tracking the

human body’s movements using the ultrasonic sensor. The robotic arm is

controlled based on the distance readings from the sensor to follow the

movements of the human body.

Figure 5.3: Hardware Setup for Speed and Separation Monitoring

The first line of the code ”clear all” clears all variables and objects from

the workspace. The second line ”clc” clears the command window. The

third line initializes the serial port communication between Matlab and the

Arduino board using the serialport() function. The fourth line resets the

image acquisition hardware. The next four lines create videoinput objects

for color and depth kinect video. The next four lines configure the depthVid
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videoinput object to manually trigger each frame acquisition and set the

number of frames per trigger and the number of trigger repetitions to

infinite. The next line enables the body tracking feature on the depthVid

videoinput object. The next line starts the acquisition of video data from

the depthVid videoinput object. The next line creates a figure window

to display the depth image data. The next line defines a connection map

for the joints of the human body skeleton. The while loop continues as

long as the figure window is open. The ”trigger” function of the depthVid

videoinput object is called to capture a frame of depth image data. The

”getdata” function is used to retrieve the depth map, timestamp, and

metadata from the depthVid videoinput object. The ”any” function checks

if there are any bodies tracked in the depth image. The ”find” function is

used to find the index of the tracked bodies. The number of tracked bodies

is calculated using the ”length” function. The colors array is defined to

assign a color to each body. The ”imshow” function is used to display

the depth image data. If there are tracked bodies, the ”skeletonJoints”

variable is assigned the depth indices of the body joints. A nested for loop

is used to iterate over each joint connection and each tracked body. The

X and Y coordinates of the joint connection points are retrieved and used

to draw a line between them using the ”line” function. The ”num2cell”

and ”cell2mat” functions are used to convert the Y coordinate to a cell

array and then to a matrix. The ”fopen” function opens the serial port

connection with the Arduino board. The ”fprintf” function is used to send

a character ’a’ to the Arduino board. The ”pause” function is used to

delay for 0.6 seconds. The ”fclose” function is used to close the serial port

connection with the Arduino board. The Y coordinate value is displayed

on the command window using the ”disp” function.
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Figure 5.4: Speed and Separation Monitoring flowchart
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Chapter 6

Speed and Separation

Monitoring Results
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For SSM MATLAB code is responsible for capturing the color and

depth images from Kinect and processing the depth data to locate The

articulations of the human body. The code then sends data to the Ar-

duino via serial communication to command or direct the movements of

the robotic arm based on the detected human body movements. The Ar-

duino code initializes the servo motors that control the robotic arm and

sets up the ultrasonic sensor. It then waits for a signal from the MATLAB

code to start the tracking process. Once a signal is received, the Arduino

starts reading the distance data from the ultrasonic sensor and moves the

robotic arm based on the distance readings.

6.1 Skeleton Tracking and Distance measurement

Following figure shows the result of skeleton tracking using kinect V2 Sen-

sor for human detection and distance calculation for speed and separation

monitoring.Depending just on sensors’ depths and colors information, the

Camera sensor provides a built-in or integrated solution for modeling hu-

man skeletons. The algorithm determines where the skeleton’s 25 vertices

are, as seen in Figure. Because a complete human skeleton is extremely

complex,It’s crucial to remember that the skeleton created is an image.

Although the algorithm is perfect, camera sensor can construct a partial

Skeleton and anticipate the locations of additional Joint’s when particular

part’s of the human-body are unknown. The Kinect v2 sensor can track

up to six people simultaneously, with each person’s skeleton represented

by 25 joints. The joints include the head, neck, shoulders, elbows, wrists,

hips, knees, and ankles.
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Figure 6.1: Matlab Result of Skeleton Tracking for object detection

Figure 6.2: Matlab Result of object distance measurement using kinect V2
Sensor
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6.2 Hardware Setup Results

Following figures shows the hardware results.

Figure 6.3: Hardware Setup Results
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Chapter 7

Conclusion
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7.1 Conclusion

To have a secure and Real time setting, this project makes use of a cutting-

edge robotic arm, Ultrasonic distance sensor and Time of Flight Kinect

3D-Camera. The Speed of Robot will be regulated using Human-skeleton

tracking and object-detection. Kinect V2 sensor is responsible for captur-

ing the color and depth images and processing the depth data to locate

the articulations of the human body. The Kinect then sends data to the

Arduino controller via serial communication to command or direct the

movements of the robotic arm based on the detected human body move-

ments. The Arduino controller initializes the servo motors that control the

robotic arm and sets up the ultrasonic sensor. It then waits for a signal

from the Kinect to start the tracking process. Once a signal is received,

the Arduino controller starts reading the distance data from the ultrasonic

sensor and moves the robotic arm based on the distance readings.

This project demonstrates thatthe use of cameras or other visual in-

put devices along with technology that can detect and follow objects in

real-time can contribute to a safer collaboration between humans and

robots, which aligns with previous research and standards recommenda-

tions. Through the use of precautionary stopping and speed adjustments,

collisions and impacts with human workers can be prevented, leading to in-

creased efficiency and capacity for the robots. Human tracking can also en-

able gesture recognition, creating a more dynamic environment where basic

stop signs such as raised hands can halt the robot. However, whilethere are

indications of positive outcomes., the current arrangement is not yet ad-

equate. It is not possible to replicate the skeleton tracking capabilities of

the Kinect camera in a virtual environment, and since only one camera

was employed, the system has not been implemented for industrial use.
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Appendix A

Cobot Supplementary Information

An appendix for speed and separation monitoring in a collaborative robot

(Cobot) system typically includes guidelines, procedures, and technical

specifications to ensure safe and efficient operation. All tests are performed

on the set-up in the robotics lab and simulator as shown in Figure A.1

Figure A.1: Illustration of VREP and Hardware Setup

A.1 Purpose

The purpose of this appendix is to outline the requirements and recom-

mendations for speed and separation monitoring in a collaborative robot

(Cobot) system. The objective is to maintain safe interaction between hu-

man operators and the Cobot while ensuring efficient operation.

A.2 Speed Monitoring

a. Maximum Speed Limit: Define the maximum permissible speed for

the Cobot during operation, considering the task requirements, pay-

load, and workspace layout. This limit should prevent any potential
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harm to human operators in case of accidental collisions or unin-

tended contact.

b. Speed Control Mechanisms: Describe the mechanisms employed to

monitor and control the Cobot’s speed, such as speed sensors, en-

coders, or software algorithms. These mechanisms should ensure that

the Cobot operates within the defined speed limits.

c. Emergency Stop Functionality: Specify the emergency stop function-

ality that immediately halts the Cobot’s motion in case of any unex-

pected situations or hazards. Outline the procedures for testing and

maintaining the emergency stop system.

A.3 Separation Monitoring

a. Minimum Separation Distance: Define the minimum required separa-

tion distance between the Cobot and human operators during oper-

ation. Consider factors such as the Cobot’s reach, workspace layout,

and potential hazards to determine a safe distance.

b. Proximity Sensors: Describe the proximity sensors utilized to mon-

itor the distance between the Cobot and human operators. These

sensors should detect any breach of the defined separation distance

and trigger appropriate warning signals or safety measures.

c. Warning Systems: Explain the warning systems employed to alert

human operators when they approach the defined separation dis-

tance. This may include visual indicators, audible alarms, or haptic

feedback to ensure timely and effective communication.
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A.4 Training and Procedures

a. Operator Training: Emphasize the importance of providing compre-

hensive training to all operators working with the Cobot system.

Training should cover topics such as safe operating procedures, un-

derstanding speed and separation limits, emergency response proto-

cols, and proper use of personal protective equipment (PPE).

b. Standard Operating Procedures (SOPs): Develop SOPs that outline

the step-by-step procedures for operating the Cobot system, includ-

ing speed and separation monitoring. SOPs should cover routine op-

erations, maintenance tasks, and emergency situations, ensuring a

standardized and safe approach.

A.5 Maintenance and Testing

a. Regular Inspections: Establish a schedule for regular inspections to

verify the proper functioning of speed and separation monitoring

systems. Inspections may include checks of sensors, emergency stop

functionality, and warning systems.

b. Calibration and Adjustment: Specify the requirements for calibra-

tion and adjustment of speed and separation monitoring systems to

maintain accuracy and reliability.

c. Testing and Validation: Define procedures for conducting periodic

tests to ensure the effectiveness of speed and separation monitoring

mechanisms. These tests may involve simulated scenarios or real-

world trials to validate the system’s performance.
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