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 Abstract  
Human vehicle interface is the interaction between human and robot. The space 

between the physical and the digital world is brought closer by the introduction of gesture 

concept. This technology of gesture recognition can be defined by the interaction between the 

computer and the body language of human beings. The purpose of robotics in commercial & 

residential intention has come to be quite essential for executing challenging work in a more 

conveniently simple way. The primary objective of the project is to make a robotic vehicle 

which can be controlled by hand gestures. In this project we are using hand gestures to control 

the robotic vehicle using the Arduino interface. We introduce a hand- gesture- based control 

interface for navigating a car-robot. 

A MPU6050 (accelerometer plus gyroscope) is adopted to record a user's hand 

trajectories. It commands the car by using accelerometer sensors that are connected to a hand 

glove. The trajectory data is transmitted wirelessly via an RF transmitter. The received 

trajectories are then classified to one of five control commands for navigating a car-robot. 

This will allow the user to regulate actions, i.e., forward, backward, leftward, and rightward 

movements, while using an equivalent accelerometer sensor to regulate the throttle of the car. 

It also has a great change for handicapped people. 

Keywords:  MPU6050; Wireless; Hand Gesture;  
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       Chapter 1  

1.1 Introduction 
Robots are key in the automation process. Robotics is currently one of the most modern 

technological fields. A robot is usually an electromechanical device with automatic 

capabilities to perform tasks. Some robots need guidance, which can be provided by a 

computer interface or remote control. Robots can be fully or partially autonomous. In 

recent years robots have played a great role in automations across all sectors like 

construction, military, medical, manufacturing, etc. 

A Gesture Controlled robot is a kind of robot which can be controlled by your hand 

gestures not by buttons. You just need to wear a small transmitting device in your hand 

which contains an accelerometer. By transmitting the appropriate gesture, the robot will 

be controlled under the desired command. 

A gesture-controlled robot is controlled using the hand, without using other methods 

like buttons or joystick. Here a person only needs to move their hand to operate the 

robot. A transmitting device is placed in the user's hand, which contains the RF 

Transmitter and MPU6050 which is a combination of a gyroscope and accelerometer to 

transmit a command to the robot so that it can perform the specified task of moving 

forward, back, turning left, right and stop. These commands will be identified using 

hand gestures. 

1.2 Gesture Recognition 

Gesture Recognition means defined as any physical movement, large or small, that 

can be interpreted by a motion sensor. Gesture recognition is a thriving field of computer 

science, with an international convention committed to gesture and facial recognition. 

As the field continues to grow, so will the way for it to be utilized. Gesture 

recognition processes are designed to intensify human-computer interaction, and can 

occur in multiple ways, such as using touch screens, a camera, or other devices. 

 

          1.2.1    Hand Gesture Controlled Robot 

A Gesture Controlled robot is a bot which can be controlled by your 

hand gestures. You just need to have a small transmitting device in your 

hand, which includes an acceleration meter to transmit an appropriate 

command to the robot so that it follow whatever command we give. 
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Figure 1.1: Hand Gestures [1] 

 

                     1.2.2     Robotic Vehicle 

A robot is an automatic machine that is capable of locomotion. Mobile robotics 

is mostly considered as a subfield of robotics and information engineering. 

Autonomous robot vehicles are vehicles capable of intelligent motion and 

action without requiring either a guide or tele operator control. Mobile robots 

have the capability to move around in their environment and are not fixed to 

one physical location. Mobile robots can be "autonomous" which means they 

can navigate an uncontrolled environment without the need for physical or 

electro- mechanical guidance devices. Alternatively, mobile robots can rely on 

guidance devices that allow them to travel a pre-defined navigation route in 

relatively controlled space. 

 

 

 

 

 

 

 

 

 

 

Figure 1.2: Hand Gestures Recognition [2] 
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1.3 Statement of the problem 
According to WHO around 16% (1.3 billion) people of the global population are 

experiencing disability. These people are facing hardships in their daily life routine. We 

are making a system that will help them to drive their vehicles by using hand gestures 

which will make their life much easier. 

A robotic car will be developed that will intelligent enough to analyze the hand gesture 

of the person and will take the appropriate action.  

 

1.4 Goals 
The aim of the project is to develop a human machine interface used to control robotic 

vehicle. Our objective is to make this device simple as well as cheaper, so it can be 

used for several purposes. This project is aimed to build a car that can be controlled by 

hand gestures (wirelessly). In this project, the user can control motions of the car by 

wearing controller glove and performing predefined gestures. This can be also used in 

many applications such as wireless controller car racing etc. 

 

 

1.5 Motivation 

• This prototype does not need any expert. We can easily operate in a short 

interval which will finally reduce time and energy loss. 

• It provides a more schematic way of controlling the robot. 

• Also provides better living conditions for people with disabilities. 

• Single equipment that can handle multiple applications. 

• Less power consumption and more efficiency are also a motive behind this 

project.  
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           Chapter 2 

2.1 Literature Review 

This chapter covers the overview and standard methods on which the results were 

tested and, the review of the Hand gesture methods. 

2.1.1 Glove based Approach 

Different technologies have been implemented for hand gesture-based 

recognition systems. The goal is to control certain systems using different 

techniques. One of      the most common approaches is glove based 

approach. In this approach there are sensors attached to glove which 

acquire the gestures and the signals generated by sensors are processed 

and corresponding instructions are performed. [3]. 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure-2.1: Glove based Gesture Recognition [3] 

 
 

2.1.2 Vision based Hand Gesture Recognition 
The goal of this project is to use hand gestures to operate a robot. The 

recorded    hand pictures are processed to determine the appropriate targets. 

Then, to regulate the robot's motion, control signals are supplied to the 

receiver unit [4]. 
 

 

 

 

 

 

 

 

 

Figure-2.2: Camera based Gesture Recognition [5] 
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2.1.3 Sensor based Hand Gesture Recognition 

This describes how humans can communicate with robots using basic 

hand gestures. This can be done using a Leap motion sensor. We suppose 

that the robot is capable of emotional interaction in this scenario. This 

study helps us to understand how humans can interact with a robot using 

effective hand gestures [6]. 
 

 

 

 

 

 

 

 

 

 

  Figure-2.3: Sensor based Hand Gesture Recognition [6] 

 

2.1.4 Accelerometer based Hand Gesture Recognition 
A three-axis accelerometer records the user's hand motions. Any form of 

connection is used to provide data wirelessly to a microcontroller. 

Accelerometers are attached to the gloves as sensors to convert positional 

changes of the hand into signals which are then interpreted by the 

controller to perform the instructions. 
 

 

 

 

 

 

 

 

 

 

 

 

Figure-2.4: Axis based Hand Gesture Recognition [7] 
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The received signals are then converted into one of five car-robot navigational control 

commands. The user's gesture directs the movement of the robot. This model consists 

of transmitter unit with Microcontroller for recognition of gestures. The instructions 

will be followed by the receiver unit [8]. 

 

 

 

 

 

 

 

 

 

 

 
Figure-2.5: Block diagram [9] 

 
 

2.1.5 Hand Gesture Based Wireless Robotic Arm 

Control for Agricultural Applications 

As the robotics industry is still in budding phase, there is 

a lot of scope for out of the box research to use robotics 

and automation for agricultural purposes in specific 

countries suiting the countries climate and agricultural 

practices. The basic idea is to exploit the latest advances 

in robotics and automation field and use for agricultural 

applications. The user wears the glove fixed with various 

sensors and can control the robot remotely. The robot 

with the robotic arm and camera roams over the field or 

the orchard and beams the images/video of the fruits to 

the user and harvested fruit can be collected in basket 

attached to the rove 

 

 

 

 

 

 



 HAND GESTURE BASED ROBOTIC   CONTROLLED VEHICLE 

  

18  

  

 

 

 

 

 

 

 

 

 

Figure-2.6: Architectural Diagram of the Proposed HCI and Harvest 

 

The user HCI is the transmitter, and the robotic harvester is the 

receiver. The transmitter block contains all the sensors, Bluetooth and an 

MCU, integrated into a wearable device. The wearable device transmits 

real time joint angles of the users arm to the robotic arm [10]. 

 

2.1.6 Laser Based Tracking System through HCI 

It is a finger gesture recognition system based on an 

active tracking mechanism. The simplicity of this 

tracking system is such that it would be possible to in-

titrate the whole system on a chip, making it an 

interesting input interface for portable computing 

devices. Recognition of gestural characters allows 

information to be input in a natural way. The recognition 

of three-dimensional gestures is also studied, opening the 

way to a more complex interaction mode and to other 

kinds of applications [11]. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure-2.7: The propose system as a MMI for portable devices [11] 
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2.1.7 A Gesture-Based Teleoperation System for Compliant   

Robot      Motion 

In gesture-based tele-operation system for compliant robot 

motion, using the left hand as the commander and the right 

hand as a positioner, different operation modes and scaling 

ratios can be tuned on-the-fly to meet the accuracy and 

efficiency requirements. Moreover, to provide the operator with 

a telepresence capability a vibration-based force feedback 

system was developed. The pick-and-place and peg-in-hole 

tasks were used to test the effectiveness of the tele-operation 

system we developed [12] 

 

               
 

 

Figure-2.8: Proposed plot of gesture-based teleoperation system for robot motions [12] 

 

Teleoperation means the operator can remotely control the robot. 

Usually, a physical human-robot interaction (PHRI) device is used to 

provide the motion commands, and such devices can be dissected into 

joysticks and motion-tracking (motion capture) devices. The joystick 

is usually a better control device because it can reflect forces that are 

experienced at the remote site [12]. 
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Figure-2.9: Interaction logic for the gesture-based teleoperation system [12] 

 

2.1.8 Gesture Based Vehicle Control Using Sixth Sense Technology 

The robotic vehicle is intended in this process by defining the users real-

time motion instructions that are implement using image processing 

algorithms and integrated methods. An inbuilt webcam of the system is 

used to capture the real time video of gestures. Color markers are used to 

interpret the gesture movements. To transmit the gesture commands 

wirelessly ZigBee series s2 module is used [9]. ZigBee coordinator is 

connected to the serial port of the system through USB Explorer board. 

ZigBee router is mounted on the voltage regulator to regulate the voltage 

to 3.3V. To control the robotic vehicle ATMEL89c51 microcontroller is 

used [13]. 
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Figure-2.10: Basic flow of the system [13] 

 

2.1.9   Real-Time Hand Gesture Spotting and Recognition Using RGB-D 

Camera and 3D Convolutional Neural Network 

 

 

 

 

 

 

 

 

Figure-2.11: Algorithm pipeline [14] 

This is a method for fingertip detection and hand gesture recognition in 

real-time using an RGB-D camera and a 3D convolution neural network 

(3DCNN). This system can accurately and robustly extract fingertip 

locations and recognize gestures in real-time. 

The hand region of interest is first extracted using in-depth skeleton-joint 

information images from a Microsoft Kinect Sensor version 2, and the  
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C

ontours of the hands are extracted and described using a border-tracing 

algorithm. The K-cosine algorithm is used to detect the fingertip location 

based on the hand-contour coordinates model, and the result of fingertip 

detection is transformed into the gesture initialization in order to spot hand 

gestures. Finally, a gesture is recognized based on the 3D convolutional 

neural network [14]. 

 

 
 

 Figure-2.12: Fingertip detection using the K-cosine algorithm [15]
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        Chapter 3 

        

       3.1 Proposed Methodology  

        The approach which we used to operate robotic vehicle is MPU6050 based approach.  

 

        3.1.1 MPU6050  

       The MPU6050 module is a Micro Electro-Mechanical Systems (MEMS) which consists of a 3-       

axis Accelerometer and 3-axis Gyroscope inside it. This helps us to measure acceleration, velocity, 

orientation, displacement and many other motions related to parameters of a system or object.  

 

                                             
                                                  Figure-3.1: MPU6050 Module 

      Measuring Acceleration  

The MPU6050 has an on-chip accelerometer that can measure acceleration over four programmable 

full-scale ranges of ±2g, ±4g, ±8g, and ±16g.  

                                                    
                                                      Figure-3.2: Axis Measurement 

 

The MPU6050 is equipped with three 16-bit analog-to-digital converters that simultaneously sample 

the three axes of movement (along the X, Y, and Z axes). [18]  

Working of Accelerometer  

In order to understand the working of accelerometer consider a ball inside a 3D cube. 
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Assuming that the cube is in outer space, where everything is weightless, and the ball will simply float 

in the center of the cube. 

                                                  
Assume that each wall represents a specific axis. If we suddenly move the box to the left with 

acceleration 1g (1g is equivalent to gravitational acceleration 9.8 m/s2 ), the ball will hit the wall X. If 

we measure the force the ball exerts on wall X, we can obtain an output value of 1g along the X axis. 

                                                   
If we place that cube on Earth. The ball will simply fall on the wall Z, exerting a force of 1g. The box 

isn’t moving, but we still get a 1g reading on the Z axis. This is because gravity is pulling the ball 

downward with a force of 1g.  

A MEMS Accelerometer  
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A MEMS (Micro-Electro-Mechanical System) accelerometer is a micro-machined structure built on 

top 

of a silicon wafer. 

 

         

 

                                             
The structure is suspended by polysilicon springs. It allows the structure to deflect when accelerated 

along the X, Y, and/or Z axes. As a result of deflection, the capacitance between fixed plates and 

plates attached to the suspended structure changes. This change in capacitance is proportional to the 

acceleration along that axis. 

Measuring Rotation  

The MPU6050 has an on-chip gyroscope that can measure angular rotation over four programmable 

full-scale ranges of ±250°/s, ±500°/s, ±1000°/s, and ±2000°/s. 

                                                
The MPU6050 is equipped with three more 16-bit analog-to-digital converters that simultaneously 

sample the three axes of rotation (along the X, Y, and Z axes). 

Working of Gyroscope  

Gyroscope works by generating the Coriolis Effect.  

Coriolis Effect  

The Coriolis Effect states that when a mass (m) moves in a specific direction with a velocity (v) and 

an external angular rate (Ω) is applied, the Coriolis Effect generates a force that causes the mass to 

move perpendicularly. The value of this displacement is directly related to the angular rate applied. 
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A MEMS Gyroscope  

The MEMS gyroscope sensor consists of a mass (consisting of four parts M1, M2, M3, and M4) that 

is maintained in a continuous oscillating movement so that it can respond to the Coriolis Effect. They 

simultaneously move inward and outward in the horizontal plane. 

                                              
There are three modes along which the angular rotation is applied.  

Roll Mode 
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Pitch Mode 

 

 

 

 

 

 

                                                    
 

Yaw Mode 

                                             

3.1.2 MPU6050 Module Pin Configuration  

         The MPU6050 module has a total of 8 pins. In which we used 4 pins for interfacing.  

                                    
                                  Figure-3.13: Pin configuration of MPU6050 [18]  

                 VCC: Provides power for the module, Connect to the 5V pin of the Arduino.  
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                 GND: Ground Connected to Ground pin of the Arduino.  

                 

SCL: Serial Clock Used for providing clock pulse for I2C Communication.  

                 SDA: Serial Data Used for transferring Data through I2C communication. 

 

 

 

 

 

        3.2 Proposed Method  

          The gesture-controlled robot consists of two parts:  

           1. Hardware part  

           2. Software part  

          

         3.2.1Hardware Part          

        Hardware contains two parts: 

i. Transmitter  

ii. Receiver 

 

3.2.1.1 Transmitter  

The transmitter contains the following components:  

Components Specifications  

i. MPU6050 module is a combination of accelerometer and gyroscope which transmits 

commands. The MPU6050 works by detecting changes in acceleration and rotation in 

three dimensions (X, Y and Z axis) 

                      
                              Figure-3.14: MPU6050 module 
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ii. A microcontroller (Arduino Uno) which receives input from MPU6050 and provides 

output. Arduino Uno is a microcontroller board which is based on the ATmega328.  

                              

                                   
                                       Figure-3.15: Arduino Uno module   

 
iii. RF Transmitter module transfers data to the receiver with the help of antenna. It is used 

for wireless communication. The wireless data transmission is done using 434 MHz 

Radio Frequency signals.  
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                                  Figure-3.16: RF transmitter module             

 

 

 

 
RF Transmitter Working Principle  

The main part of the transmitter module is the SAW resonator which is tuned for 433.xx 

MHz operation. Moreover, there is also a switching transistor and a few other passive 

components. [20] 

 

          Transmitter Interfacing 
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                                           Figure-3.17: Circuit diagram of transmitter  

 

       Proposed Methodology of Transmitter  

In the transmitter end there is a hand glove on which the circuit is mounted on. The circuit contains 

the components i.e., MPU6050, RF transmitter and Arduino controller. According to the tilt of human 

hand the actions will be performed. MPU6050 Sensor will generate different random values on three 

axis i.e. X, Y and Z. We will monitor those values and make a logic to get a physical value on each 

axis. 

   

    
 

The sensitivity scale factor value of 16384 for the accelerometer of the MPU6050 sensor represents 

the number of least significant bits (LSB) per unit of acceleration. For every 16384 units of raw data 

from the accelerometer, there is a change of 1g in acceleration. By dividing the raw accelerometer 

values by this scale factor, we can obtain the acceleration in units of g. 

We will apply 5 checks (conditions)  

• Two for x axis (right/left movement)  

• Two for y axis (forward/backward movement) 

 • One for all other values on x and y axis, except these values (stop position).  

• For each movement, 3-bit data will be transmitted through RF module to the receiver end. 
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                                            Figure-3.18: Transmission Logic 

 

             

 

 

 

Based on movement of the human hand and its acceleration calculated using MPU6050 the values are 

then passed to the Arduino and respective actions are formed. Then the signals are transmitted to the 

receiving block of the robotic car. 

 

3.2.1.2 Receiver  

The receiver contains the following components:  

Components Specifications 

i. RF receiver which receives the data with the help of antenna. The wireless data transmission 

is done using 434 MHz Radio Frequency signals. 
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                                                               Figure-3.19: RF receiver module 

 
ii. DC motors that convert electrical energy into mechanical energy.  

                                          
                                           Figure-3.20: DC motor 
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iii. Motor Driver L293D is a Motor Driver IC which allows DC motor to drive in desired 

direction. L293D is a 16-pin IC which can control DC motors in any direction. 

                                  
                                        Figure-3.21: L293D motor-driver 

 

 

iv.  Rain Sensor which contains a sensing pad with uncovered copper traces, together acts as a 

variable resistor whose resistance varies according to the amount of water on its surface. This 

resistance has an inverse relation to the amount of water. 

 

 

 

 

 

 



 HAND GESTURE BASED ROBOTIC   CONTROLLED VEHICLE 

  

35  

  

                    

       

                                        
                                                   Figure-3.22: Rain sensor 

 

 
                              Table 3.7.Rain Sensor Specifications 

 

v. Servo Motor consists of a circuit that controls and provides feedback on the current position 

of the motor shaft, this feedback allows the servo motors to rotate with great precision. 

                                            
                                                Figure-3.23: Servo motor 
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Working principle of Servo Motor  

                            
                                Figure-3.24: Servo motor wave graph [20]  

From the graph we can understand that the PWM signal produced should have a frequency of 

50Hz that is the PWM period should be 20ms. Out of which the On-Time can vary from 1ms 

to 2ms. So when the on-time is 1ms the motor will be in 0° and when 1.5ms the motor will be 

90°, similarly when it is 2ms it will be 180°. So, by varying the on-time from 1ms to 2ms the 

motor can be controlled from 0° to 180°. [26] 

 

vi. Ultrasonic sensor which detects objects that are some distance away from the robot. 

Ultrasonic sensors are based on the ultrasonic signal. They produce high-frequency sound 

waves which reflect on an object. 
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                                              Figure-3.25: Ultrasonic sensor 

 

Distance measurement  

L = 1/2 × T × C. 
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                          Figure-3.26: Ultrasonic sensor Timing Diagram [27] 

 

Receiver Interfacing 

                       
                                      Figure-3.27: Circuit diagram of receiver 

 

Proposed Methodology of Receiver  

The signals that are transmitted by the transmitter are then received by the RF receiver. RF 

receiver receives the serial data and then send it to the microcontroller.  
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                   Figure-3.28: Circuit diagram of receiver connected with Arduino Uno  

The result of motion of the hand signals from Arduino is given to the motor driver IC for 

respective movement of the DC motors for movement of car in a desired direction of the hand 

gesture i.e., forward, backward, right, left or to stop. 

 

                         
                                                  Figure-3.29: Receiver Logic 

 

For object detection, we use ultrasonic sensor that monitors the distance of the car from any 

other object coming in its way. 
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                            Figure-3.30: Ultrasonic sensors used for object detection. 

 

It will start measuring distance (threshold value 70 cm (2 feet (approx.)) continuously.  

The Ultrasonic sensor emits high frequency sound waves. The waves fall on the object and get 

reflected. The sensor emits waves of frequency about 40KHz.  

We’ll compare the receiving bits with the transmitted bits. When the bits match with one from 

all others, the car will move in that direction. e.g., if 001 is transmitted from transmitter and it 

received as it is 001, the car will move in forward direction, until the other signal is received. 

If the distance of the object becomes less than the threshold value (which is 70 cm) the car 

will apply breaks. 36  

For the movement of wipers, if any water drops fall on the windshield, it detects the water 

with the help of water detection sensor (rain sensor) and the wipers will start moving with the 

help of servo motor and they will wipe out the water. 
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Figure-3.31: Servo motor for the wiper motion and rain sensor for water 

 

The more water on the surface means better conductivity and will result in a lower resistance. 

The rain sensor contains a sensing pad with series of exposed copper traces that is placed out 

in the open, possibly over the roof or where it can be affected by water. 

 

3.2.2 Software Part  

Arduino Uno:  

The software that we used to write program is Arduino Integrated Development Environment 

(IDE) and connected to the Arduino hardware in order to upload programs. Before uploading 

the program there is a need to select appropriate Microcontroller so, “Arduino Uno” is 

selected and then for communication with computer and Arduino Uno boards there is a need 

to select COM port from the Tool menu. 
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Pseudo Code:  

i. Transmitter Pseudo Code: 

 

Import libraries: 

 - Import MPU6050 library for gyro and accelerometer data 

 - Import RH_ASK library for RF communication 

 - Import Wire library for I2C communication 

Initialize variables and instances: 

 - Initialize RH_ASK driver instance named "driver" 

 - Declare variables for accelerometer and gyro data (ax, ay, az, gx, gy, gz) 

Define data structure: 

 - Define a struct named "MyData" with fields X and Y 

Setup: 

 - Begin serial communication for debugging 

 - Initialize RH_ASK driver 

 - Start I2C communication 

 - Initialize MPU6050 sensor 

Main Loop (loop function): 

 - Define control messages for different gestures 

 - Read accelerometer and gyro data from MPU6050 sensor 

 - Map raw accelerometer data from X and Y axes to range 0-255 

 Gesture Detection and Command Sending: 

 - If Y axis data < 80 (downward gesture): 

 - If X axis data > 170 (right-forward gesture): 

 - Send "011" command over RF 

 - Else if X axis data < 85 (left-forward gesture): 

 - Send "100" command over RF 

 - Else: 

 - Send "001" command over RF 

 - If Y axis data > 145 (upward gesture): 

 - If X axis data > 170 (right-backward gesture): 

 - Send "110" command over RF 

 - Else if X axis data < 85 (left-backward gesture): 

 - Send "101" command over RF 

 - Else: 

 - Send "010" command over RF 

- If X axis data between 100 and 170 and Y axis data between 80 and 130 (little bit 

downward gesture): 

 - Send "000" command over RF 

Wait and Debugging: 

 - Wait for RF packet to be sent 

 - Print mapped X and Y axis data and raw gyro data for debugging 
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End of Loop: 

 - Repeat loop to continuously detect gestures, send control commands over RF, and 

monitor sensor data 

 

ii. Receiver Pseudo Code: 

 

//Import libraries 

Include RH_ASK library 

Include SPI library 

Include AFMotor library 

Include ServoTimer2 library 

// Define constants 

Rain Sensor: 

 Set rainSensorPin = A0 

 Set servoYawPin = A1 

 Set sensorThreshold = 800 

Ultrasonic Sensor: 

 Set TRIG_PIN = A2 

 Set ECHO_PIN = A3 

 Set DISTANCE_THRESHOLD = 80 

Motor Control: 

 Define motor1, motor2, motor3, motor4 

RF Receiver: 

 Set LED_PIN = A5 

 Initialize RF driver 

// Setup function 

Setup: 

 Initialize Serial communication 

 Attach servoYaw to servoYawPin 

 Set pinMode for LED_PIN, TRIG_PIN, and ECHO_PIN 

 If RF driver initialization fails, print error message 

// Function to increment servo pulse 

Function incPulse(val, inc): 

 If val + inc > 3000: 

 Return 800 

 Else: 

 Return val + inc 

// Function to stop motors 

Function stopMotors: 

 Set motor speeds to 250 
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 Release all motors 

 Turn on LED 

// Main loop 

Loop: 

 Read rain sensor value into sensorValue 

 If sensorValue < sensorThreshold: 

 Calculate new servo position using incPulse function 

 Move servoYaw to new position 

 Else: 

 Set servoYaw to minimum position 

 

 Generate ultrasonic pulse 

 Measure pulse duration 

 Calculate distance 

 If distance < DISTANCE_THRESHOLD: 

 Call stopMotors function 

 Turn on LED 

 Delay for 1 second 

 Else: 

 Turn off LED 

 If RF message received: 

 Interpret RF message 

 Perform corresponding action: 

 "001": Move vehicle forward for 5 seconds 

 "010": Move vehicle backward for 1 second 

 "100": Turn vehicle right for 1 second 

 "011": Turn vehicle left for 1 second 

 "101": Move vehicle diagonally left backward for 1 second 

 "110": Move vehicle diagonally right backward for 1 second 

 "000": Stop all motors for 1 second 

End of loop: 

 - Repeat loop to continuously detect received gestures/commands from RF module, 

ultrasonic and rains sensors and operate accordingly. 
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Chapter4 
 

4.1 Discussion 

Because of transmitter device wearing on hand and receiver on the robot-car, the 

robot-car starts moving according to the movement of hand gestures. In this paper, we 

have explained about the 5 different hand gesture or movement positions i.e. stop 

condition, forward movement, backward movement, moves towards right and moves 

towards left and with some additional systems like rain sensor connected to servo 

motor and an ultrasonic sensor. 

 

4.1.1 Stop Condition 

The robot-car can be stopped by making the accelerometer parallel to the 

horizontal plane; this makes all the output pins of motor drivers set to (0000). 

 

4.1.2 Forward Movement 

The robot-car starts moving in forward direction, by making accelerometer 

tilted to forward direction, this condition sets the two-output pin of motor 

driver 1 (00) to low and set high on the other two output pin of motor driver 2 

(10). 

 

4.1.3 Backward Movement 

The robot-car starts moving in forward direction, by making accelerometer 

tilted to forward direction (upwards), this condition sets the two-output pin of 

motor driver 1 (00) to high and set low on the other two output pin of motor 

driver 2 (01). 

 

4.1.4 Moves towards Forward Right 

The robot-car starts move towards right side by tilting the accelerometer 

towards right direction while moving Forward making an angle turn of 45 

degree, and this makes the two-output pin of motor driver 1 (10) low and other 

two output pin of motor driver 2 (10) high. 

 

4.1.5 Moves towards Forward Left 

The robot-car starts move towards left side by tilting the accelerometer 

towards left direction while moving Forward making an angle turn of 45  

degree, and this makes the two-output pin of motor driver 1 (01) high and 

other two output pin of motor driver 2 (10) low.   

 

4.1.6 Moves towards Reverse Right 

The robot-car starts move towards right side by tilting the accelerometer 

towards right direction while moving Backward making an angle turn of 45  
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degree, and this makes the two-output pin of motor driver 1 (10) low and 

other two output pin of motor driver 2 (01) high. 

 

4.1.7 Moves towards Reverse Left 

The robot-car starts move towards left side by tilting the accelerometer 

towards left direction while moving Backward making an angle turn of 45 

degree, and this makes the two-output pin of motor driver 1 (01) high and 

other two output pin of motor driver 2 (01) low.  [16] 

The accelerometer MPU6050 obtains the angular wrist rotation in 3-4xis, i.e. 

in x, y, and 2 directions.  

The data is fed to the Arduino UNO. The pin (12) function as a data pin. Two 

Vcc pins and two ground pins are present on-board, all the remaining pins are 

general purpose 3 V pins. The python code uploaded in the micro-controller 

sets or resets the voltage levels of 3 bits demonstrated in the given table. 

From Table 4.1 we get to see the threshold values of the accelerometer and 

the logic (the movement in a particular direction) is fed to the micro-controller. 

According to the direction inferred from Table 4.1, the 3-bit logic is set to 

reset following Table 4.2 as indicated below. 

 

S.No  Conditions  Comments    

1 100 < X < 170 && 80 < Y < 130 Stop 

2 Y < 80 Forward direction 

3 Y > 145 Backward direction 

4 X < 85 Forward Right direction 

5 X > 170 Forward Left direction 

6 X < 85 Backward Right direction 

7 X > 170 Backward Left direction 

 

Table 4.1. Decision from 3-axis data 

 
Table 4.2 provides the movement of the robot-car from the receiver end, the 

data pins are pins of the L293D motor driver, they are provided with the 

above logic, hence the motors rotate according to the logic of the data pin, 

and finally we can observe the movement of the robot-car. [17] 
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T 

 

Table 4.2.  Data pins logic 

4.1.8 Rain Sensor 

The FC-37 Rain Sensor is set up by two pieces: the electronic board and the 

collector board that collects the water drops, upon collecting the water drops 

the servo motor connected to it will move with wipers on the wind screen of 

our robot-car. 

 

 

4.1.9 Ultrasonic Sensor 

The Ultrasonic Sensors are connected at the front and back of our robot-car. 

Initially, it sends an ultrasonic pulse out at 40 kHz which travels through the 

air and when there is an obstacle or object, it bounces back to the sensor 

cautioning the driver about the obstacle/object. 

 

4.2 Results 

 

The coordinates after the movement of the accelerometer are provided to the micro-

controller, which is eventually sent to the motor driver through the transmitter receiver 

section. The values which the data pin (11) of the motor driver gets in equivalent to 9 

V and 0 V according to the accelerometer movement in (1 and 0) is shown in Table 

4.3. The car movement and the orientation of the wheels along with the data in the 

data pin (11) of the motor controller are shown Table 4.4. 

 

 

 

 

 

 

Transmitted bit Motor 1 Motor 2 Comments  

Pin

1  

Pin2 Pin

3 

Pin4  

001 0 0 1 0 Forward  

010 0 0 0 1 Reverse 

000 0 0 0 0 Stop  

100 1 0 1 0 Forward Right 

101 1 0 0 1 Reverse Right 

011 0 1 1 0 Forward Left 

110 0 1 0 1 Reverse Left 
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Accelerometer 

orientation 

Transmitted bits  Motor 1 Motor 2 Comments 

Pin 

1 

Pin 

2 

Pin 

3 

Pin 

4  

 

+y 001 - - 1 0 Forward 

-y 010 - - 0 1 Reverse 

-x,+y 011 0 1 1 0 Left/ Forward 

+x, +y 100 1 0 1 0 Right/Forward 

+x, -y 101 1 0 0 1 Right/Reverse 

-x, -y 110 0 1 0 1 Left/Reverse 

 

Table 4.3. Motion induced by the accelerometer orientation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

Car Movements wheel movement 

Forward Motor 2  moves Clockwise  

Backward Motor 2 moves  Anti-clockwise  

Forward Right Motor 2 will move clockwise but motor 1 

will make angle turn of 45 degree on the 

right side using gears of motor 1 or using 

servo motor. 

Reverse Right  Motor 2 will move anti-clockwise but 

motor 1 will make angle turn of 45 degree 

on the right side using gears of motor 1 or 

using servo motor. 

Forward Left Motor 2 will move clockwise but motor 1 

will make angle turn of 45 degree on the 

left side  using gears of motor 1 or using 

servo motor 

Reverse Left Motor 2 will move anti-clockwise but 

motor 1 will make angle turn of 45 degree 

on the left side using gears of motor 1 or 

using servo motor. 
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Figure-4.1: Final Hardware, Hand Glove 
 

 

 

Figure-4.2: Final Hardware, Robotic Car 
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Figure-4.3: Hand gestures for forward and backward movements 

 

 
 

Figure-4.4: Hand gestures for forward right and left movements 
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Figure-4.5: Hand gestures for backward right and left movements 
 

 
 

Figure-4.6: Hand gesture for halting the vehicle 
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Chapter 5 

 

        5.1 Summary 

This project successfully explored the realm of hand gesture-based robotic 

controlled vehicles, opening up exciting possibilities for intuitive and 

efficient human-robot interactions. 

 

In this project, a hand gesture controlled robotic vehicle has been developed. 

An unmanned ground car capable to move based on hand gestures. The robot 

is to be controlled wirelessly. The project is divided into two parts the robotic 

vehicle and the wireless transmission device mounted on the hand. Using the 

RF transmitters and receivers the whole design will automate. Its basic 

features implanted are five that is moving forward, backward, left, right and 

to stop. Further features included are sharp angle turns, rain sensors, 

automated wipers, object detectors and automatic breaks. The sensors are 

intended to replace the remote control that is generally used to run the car. 

 

The hardware part was implemented using the Atmega microcontroller, 

specifically Arduino Uno. The software part was implemented by using the 

Arduino software (C language was used). 

Our method achieved improved performance in case of Efficiency, 

Specificity and Sensitivity. 

 

By developing a robust and accurate gesture recognition system, we have 

empowered users to effortlessly maneuver the robotic vehicle with simple 

hand movements, eliminating the need for traditional controllers. 

 

As the technology continues to mature, hand gesture-based robotic controlled 

vehicles have the potential to revolutionize the way we interact with 

machines and pave the way for a more intuitive and accessible future. 

It is our hope that this research will inspire further investigations and 

applications, ultimately contributing to the advancement of robotics and 

human-robot interactions. 

 

        5.2 Future Work 

In future, there is a chance for progress of the results as well and the 

following study can be enhanced by performing the following: 

 

a. This system can be used in many fields, i.e., in military 

operations, agriculture or medical field.  
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b. The involvement of Computer vision and Image processing can 

also make a bigger impact on the project. 

c. Voice recognition can also be done. 

d. By installing Wi-Fi and Bluetooth options, the progress may vary 

in a good way.  

e. Explore the incorporation of additional sensors, such as depth 

cameras or infrared sensors, to enhance the perception 

capabilities of the robotic vehicle. 
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Chapter 6 

Conclusion  

 
In conclusion, this research project aimed to explore the feasibility and effectiveness of using 

hand gestures as a means to control a robotic vehicle. We initiated our study by formulating 

the research question: "Can hand gestures provide an intuitive and practical method for 

controlling a robotic vehicle?" Throughout the course of this investigation, we delved into the 

design, development, and testing phases of our hand gesture recognition system, closely 

aligning it with the intended application. 

 

Our efforts have resulted in significant accomplishments that underscore the potential of this 

technology. The highlights of our results include the successful real-time recognition of a 

diverse range of hand gestures and their translation into precise vehicle movements. This 

achievement not only showcases the reliability and accuracy of our system but also 

demonstrates its potential to revolutionize the way we interact with robotic vehicles. 

 

In the broader context, the implications of this research extend beyond academia. The 

integration of hand gesture control in robotic vehicles holds the promise of enhancing user 

experience, enabling more natural and accessible interactions, and potentially finding 

applications in various fields such as healthcare, surveillance, and logistics. Moreover, it 

prompts us to ponder the future possibilities and challenges of human-machine interfaces, 

paving the way for further exploration in the realm of robotics. 

 

 

 

As we conclude, it is worth considering the larger questions that emerge from this project. 

How can we refine and expand upon this technology to make it even more versatile and user-

friendly? What ethical and societal considerations should be taken into account as we move 

toward greater automation and integration of technology into our daily lives? These are 

questions that demand our attention and reflection, ensuring that our journey in the realm of 

hand gesture-based robotic control vehicles continues to evolve and contribute to the 

advancement of human-robot interaction. 

 

In summary, this research project represents a significant step forward in the realm of human-

robot interaction, illustrating the potential of hand gestures as a viable control method for 

robotic vehicles. With its implications reaching beyond the confines of academia, it invites us 

to envision a future where intuitive and accessible control interfaces redefine the way we 

interact with technology and machines. 
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