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CHAPTER 1 

INTRODUCTION 

1.1 Background 

Visually impaired individuals encounter daily challenges that impact their independence and 

mobility. In response to these difficulties, various technological interventions aim to empower the 

visually impaired community. However, the struggle for independent mobility in unfamiliar 

environments persists, often necessitating reliance on sighted friends and family members. The 

fundamental objective of our project is to alleviate these challenges by providing visually impaired 

individuals with a real-time vision system, leveraging object detection, face recognition, and 

currency recognition. This system, embodied in the "VisuAlly" app, incorporates deep learning 

models trained on a diverse dataset, specifically curated for the unique needs of the visually 

impaired. 

1.1.1 Vision System Training 

The deep learning model used in the VisuAlly app undergoes rigorous training with a multi-class 

dataset comprising indoor and outdoor objects crucial to the visually impaired. Recognizing the 

significance of robust training, the dataset is augmented and labeled to enhance model performance 

and adaptability to diverse real-world scenarios. Augmentation techniques, such as rotation, 

scaling, and flipping, ensure the model's proficiency in recognizing objects under various 

orientations and lighting conditions. 

1.2 Problem Statement 

Visually impaired individuals grapple with formidable barriers in their daily lives, with navigation 

presenting a particularly daunting challenge. The intricacy of this problem is intensified by their 

limited ability to perceive their environment, compelling them to depend on others even for the 

simplest tasks. The absence of visual information places them at a pronounced disadvantage, 

significantly impacting their spatial awareness and overall well-being. The challenges faced by 

visually impaired individuals are fundamentally rooted in this dearth of visual cues, making routine 

activities, such as navigating their surroundings, a considerable hurdle. In recognizing these 

struggles, the imperative for innovative technologies becomes evident. The envisioned Android 

and iOS mobile apps, encompassing real-time object detection, voice assistance, currency 

recognition, and face recognition, emerges as a potential solution to enhance independence.  

1.2.1 Technological Intervention 

The implementation of machine learning algorithms enables the app to recognize objects in the 

environment and deliver real-time voice instructions, transforming visual information into 

accessible auditory cues. To further address the problem, distance measurement functionality is 

integrated into the object detection module, allowing users to gauge the proximity of obstacles and 

make informed decisions about navigation. 



1.3 Project Objectives 

"VisuAlly" emerges as a multifaceted solution, not only addressing the specific needs of visually 

impaired users but also catering to a broader audience. The core objectives include: 

1.3.1 User-Friendly Interface 

Ensuring the app is intuitively designed for universal use, making it accessible to both visually 

impaired and sighted users. The user interface is thoughtfully crafted, featuring high-contrast text, 

large touch targets, and clear, audible instructions to facilitate easy navigation. 

1.3.2 Real-Time Object Detection 

Implementing a robust real-time object detection feature, enabling users to navigate and interact 

with their surroundings effectively. The system employs the YOLO (You Only Look Once) 

architecture, leveraging the COCO dataset for object labels. 

1.3.3 Multi-Modal Recognition 

Incorporating features such as object, face, and currency recognition, leveraging machine learning 

models to enhance user experience. Face recognition is implemented using a combination of 

pretrained models and user-specific training, ensuring accurate identification of individuals. 

Currency recognition involves a custom dataset and model to provide users with information about 

the currency notes they encounter. 

1.3.4 Audio Deliverance through TTS 

Providing an audio interface using Text-to-Speech (TTS) technology, offering auditory guidance 

and information delivery. The TTS system not only communicates object descriptions but also 

conveys contextual information, such as the user's proximity to detected obstacles and the identity 

of recognized faces. 

1.3.5 Enhancing Lives 

Seeking to bring ease and comfort to the lives of visually impaired individuals, fostering 

independence and reducing dependence on others. The app's features collectively aim to empower 

users to navigate their world, interact with their environment, and access information with 

newfound ease. 

1.4 Project Motivation 

The motivation behind the "VisuAlly" project stems from the pressing need to address the global 

prevalence of visual impairment and the specific challenges faced by visually impaired individuals 

in Pakistan. With an estimated 253 million visually impaired individuals worldwide, including 36 

million who are blind and 217 million who had moderate to severe visual impairment (MSVI), and 

a lack of affordable high-tech resources, there exists a compelling motivation to develop a cost-

effective and accessible solution. 

 



1.4.1 Global Prevalence 

Highlighting the global scale of visual impairment and the need for widespread solutions that cater 

to diverse socioeconomic backgrounds. The project aligns with global initiatives to improve 

accessibility and inclusion for individuals with visual impairments. 

1.4.2 Local Affordability 

Emphasizing the importance of affordability in the context of Pakistan, where high-tech resources 

may not be readily accessible to the average person. "VisuAlly" aims to contribute to local 

communities by providing a solution that is both technologically advanced and economically 

feasible. 

1.5 Approach 

The development approach of "VisuAlly" involves the integration of various machine learning 

models, each addressing a specific feature within the app. These models are converted into 

TensorFlow Lite (tflite) versions and deployed using the Flutter framework, ensuring cross-

platform compatibility for both Android and iOS. Input preprocessing is facilitated by the 

tflite_flutter_helper package, offering built-in functions for efficient image processing. 

1.5.1 Offline Functionality 

The app's reliance on local storage for face embeddings and emergency contacts ensures offline 

functionality, eliminating the need for a constant internet connection. This approach prioritizes 

accessibility and convenience for users, particularly in areas with limited network coverage. 

1.5.2 Model Accessibility 

Stressing the offline capabilities of the app by embedding all models within the application assets, 

guaranteeing seamless functionality even in areas with limited connectivity. This design choice 

aligns with the project's goal of making the app widely accessible and usable in diverse 

environments. 

1.6 Impact Assessment 

"VisuAlly" aims to make a substantial impact on the lives of visually impaired individuals by 

providing a comprehensive and accessible solution to their unique challenges. The app's innovative 

features, coupled with its offline functionality, have the potential to redefine how visually impaired 

individuals navigate their surroundings and engage with the world. 

1.6.1 Societal Implications 

Exploring the broader societal implications of empowering visually impaired individuals. The 

project aligns with the principles of inclusivity and accessibility, contributing to a more equitable 

society. 

 



1.6.2 User Feedback Integration 

Highlighting the importance of user feedback in the iterative development process. The project 

aims to actively engage with visually impaired users to refine and enhance the app based on their 

real-world experiences and needs. 

1.7 Summary 

In this introductory chapter, we have explored the background, problem statement, objectives, 

motivation, and approach of the "VisuAlly" project. Grounded in a commitment to improving the 

lives of visually impaired individuals, the project adopts a holistic approach that integrates real-

time object detection, face recognition, and currency recognition. The subsequent chapters will 

delve into the technical intricacies of model architectures, training methodologies, and the app's 

impact on the lives of its users. The "VisuAlly" project stands at the intersection of technology, 

accessibility, and empowerment, aiming to create positive change for a community that often faces 

unique challenges in their daily lives. 

  



CHAPTER 2 

LITERATURE REVIEW 

2.1 Artificial Intelligence (AI) 

As we know that everything is revolutionized by Artificial intelligence (AI). AI is a technology 

with which we can create intelligent systems that can simulate human intelligence. The AI system 

does not require to be pre-programmed, instead of that, they use algorithms that can work with 

their own intelligence. It involves machine learning algorithms such as Reinforcement learning 

algorithms and deep learning neural networks. Web applications and software with artificial 

intelligence are primary components developed by AI development companies. Deep learning 

systems, data analytics platforms, machine learning algorithms, and conversational tools are 

examples of these projects.  

In the contemporary landscape, the transformative influence of Artificial Intelligence (AI) is 

omnipresent, reshaping the very fabric of our technological reality. AI, as a groundbreaking 

technology, empowers the creation of intelligent systems capable of mimicking human 

intelligence. What distinguishes AI is its departure from traditional pre-programmed systems; 

instead, it harnesses the power of algorithms that enable autonomous decision-making and 

learning. At the core of AI's capabilities lie intricate machine learning algorithms, including but 

not limited to Reinforcement learning algorithms and deep learning neural networks. 

The profound impact of AI extends across diverse domains, with AI development companies 

spearheading the creation of pivotal components like web applications and software. These 

components are not mere technological artifacts; they represent the embodiment of artificial 

intelligence, bringing forth a new era of intelligent computing. Key projects emerging from the 

realm of AI development encompass sophisticated systems such as deep learning architectures, 

data analytics platforms, machine learning algorithms, and conversational tools, each contributing 

to the expansive landscape of AI applications. 

In the context of our project, the essence lies in the strategic application of AI principles. We are 

poised to incorporate AI-based deployed components that transcend conventional paradigms, 

elevating the effectiveness of the tasks at hand. This entails a meticulous integration of intelligent 

systems that go beyond mere automation, actively engaging in learning and decision-making 

processes. As we delve into the intricacies of our project, it becomes evident that the deployment 

of AI is not merely a technological choice but a deliberate strategy to infuse intelligence, 

adaptability, and efficiency into the fabric of our endeavors. The journey unfolds as we navigate 

the realms of machine learning, data analytics, and cutting-edge algorithms, ultimately sculpting a 

project where AI is not just a tool but a transformative force. The overview of our project is mainly 

based on the application of AI. It means that there must be AI-based deployed components that 

will enhance the effectiveness of the required task. 



 

Figure 2.1 Artificial Intelligence 

2.2 Machine Learning (ML) 

ML is about extracting knowledge from the data. It can be defined as ML is a subfield of AI, which 

enables machines to learn from past data or experiences without being explicitly programmed. ML 

enables a computer system to make predictions or take some decisions using historical data without 

being explicitly programmed. ML uses a massive amount of structured and semi-structured data 

so that an ml model can generate accurate results or give predictions based on that data. ML works 

on algorithms that learn on their own using historical data. It works only for specific domains such 

as if we are creating a machine learning model to detect pictures of dogs, it will only give results 

for dog images. But if we provide new data like cat image then it will become unresponsive. 

Machine learning is being used in various places such as for online recommender systems, Google 

search algorithms, Email spam filters, Facebook Auto friend tagging suggestions, etc. 

 

Figure 2.2 Applications of ML 

2.3 Deep Learning (DL) 

Deep Learning is a method of AI that resembles human brain function while data analyzing and 

patterns creating, for decision making. This data uses sound, text, and images. It is a subset of 



Artificial Intelligence and machine learning is based on ANN where the learning can be supervised 

or unsupervised from shapeless data. It is also known as a deep neural network. Deep learning uses 

the concept of neural networks like human brain neurons. Neural networks contain processing 

elements (neurons) that are highly interconnected between input and output, just like humans, they 

learn from practice. These layers do recognize features and manipulate them in a sequence of 

stages just as our brain does. A mathematical function of a neuron in a neural network that collects 

the data and then it classifies that data into a specific structure. Deep Learning and neural networks 

tend to be used interchangeably in conversation, which can be confusing. As a result, it’s worth 

noting that the “deep” in deep learning is just referring to the depth of layers in a neural network. 

A neural network that consists of more than three layers which would be inclusive of the inputs 

and the output can be considered a deep learning algorithm. A neural network that only has two or 

three layers is just a basic neural network. 

 

Figure 2.3 Layers of Deep Learning 

2.4 Related Work  

2.4.1 Seeing AI: A Microsoft Research Paper 

Seeing AI is a Microsoft research project that integrates the power of the cloud and AI to deliver 

an intelligent app designed to assist users in navigating their day. The app utilizes the phone's 

camera, allowing users to select a channel and receive spoken descriptions of the surroundings. It 

can speak short text, provide audio guidance for capturing printed pages, and recognize and narrate 

text along with its formatting. The app also features barcode scanning with guided audio cues for 

product identification, recognition of people and facial expressions, and scene descriptions using 

AI. An ongoing project, Seeing AI has recently added the capability to identify currency bills and 

describe images in other apps [1]. 

In the realm of accessibility technology, Seeing AI integrates a sophisticated array of capabilities 

rooted in computer vision, machine learning, and advanced recognition technologies. Computer 

vision, a pivotal facet of artificial intelligence, serves as the app's visual interpreter, enabling the 

analysis of images captured by the device's camera to extract meaningful information. This 

foundational technology sets the stage for an immersive user experience. Machine learning takes 

center stage within the application, deploying object recognition algorithms to seamlessly identify 

and relay information about diverse objects in the user's environment. From deciphering product 



details through barcode scans to estimating age, gender, and scene descriptions, machine learning 

contributes to the app's multifaceted functionalities. 

One of the standout features of Seeing AI is its adept use of Optical Character Recognition (OCR) 

technology, allowing the app to recognize and extract text from images. This capability extends 

the app's utility to tasks like reading printed or handwritten text, offering a valuable tool for 

individuals dealing with documents, signs, or labels. The integration of object recognition 

algorithms further enhances the app's versatility, providing detailed information about various 

objects in the user's surroundings, including product identification through barcode scans and 

nuanced scene descriptions. 

Facial recognition technology is seamlessly woven into the app's fabric, enabling it to identify and 

provide insightful information about individuals. This encompasses estimating age, gender, and 

even discerning emotions—a feature that adds a layer of richness to the user experience. Natural 

Language Processing (NLP) techniques play a pivotal role in translating processed visual 

information into comprehensible spoken feedback, facilitating an intuitive interaction between the 

app and its users. 

The adoption of a Voice User Interface (VUI) amplifies the app's accessibility, offering users a 

seamless, voice-based interaction model. This auditory interface ensures that individuals with 

visual impairments can effortlessly receive information, contributing to a more inclusive and user-

friendly design. Lastly, the incorporation of barcode recognition technology stands out as a 

practical tool for users engaged in shopping activities, providing instant information about 

products scanned by the app. In essence, Seeing AI amalgamates cutting-edge technologies to 

create a holistic and empowering experience for individuals with visual impairments. 

In the context of our project, Seeing AI serves as a valuable reference for several compelling 

reasons. Firstly, delving into the feature set of Seeing AI provides us with a comprehensive 

understanding of the functionalities that have proven beneficial for individuals with visual 

impairments. This helps inform our project, allowing us to integrate features that cater to the 

specific needs and challenges of our target users. 

Moreover, the technology stack employed by Seeing AI offers a solid foundation for our project's 

development. By studying the algorithms and techniques in areas such as computer vision, 

machine learning, OCR, and object recognition, we gain valuable insights that can guide our 

choices in selecting an effective and efficient technology stack tailored to our project requirements. 

The user interface design of Seeing AI is particularly noteworthy. Its accessibility and user-friendly 

design cater to the diverse needs of users with visual impairments. Examining these design choices 

serves as an excellent reference point for us, guiding the creation of an inclusive and intuitive user 

experience that aligns with our project goals. 

Real-time detection features in Seeing AI are another aspect that directly informs our project's 

objectives. If our project involves the real-time identification of objects, text, or people, the real-

time functionality of Seeing AI can serve as a model for implementing similar features. This is 

especially relevant if our project aims to deliver instant feedback based on visual input. 



Seeing AI's commitment to accessibility standards is commendable. By understanding how Seeing 

AI adheres to these standards, we gain valuable insights into ensuring that our project is not only 

usable but also accessible to individuals with visual impairments. This aligns with our goal of 

creating an inclusive solution that caters to a diverse user base. 

Lastly, the voice user interface (VUI) in Seeing AI offers inspiration for our project's interaction 

design. If our project involves voice commands or feedback, studying the effectiveness of Seeing 

AI's VUI can guide us in designing a responsive and user-friendly voice interface. 

While leveraging Seeing AI as a reference, customization and adaptation based on our project's 

context, ethical considerations, and privacy concerns are paramount. 

2.4.2 Noteify: Indian Currency Detection App 

Noteify is an artificially intelligent Indian currency detection app designed for the visually 

impaired. Its primary function is to verify whether users have received the correct amount of 

money, providing output in the form of computer-generated audio [2]. 

2.4.3 Lumos: Features for the Visually Impaired and Deaf 

Lumos is another app catering to the needs of both visually impaired and deaf individuals, offering 

a range of useful features. 

2.4.4 Advanced Object Detection Techniques 

In their paper, Jagadish K. Mahendran and his co-authors investigate cutting-edge object detection 

techniques tailored for real-time applications. They introduced a novel visual assistance system 

leveraging deep learning and point cloud processing on a cost-effective, low-power mobile 

computing platform. The proposed methods offer a nuanced understanding of the challenges and 

opportunities in the realm of computer vision. The findings from Mahendran's research will be 

instrumental in refining our real-time vision system within the VisuAlly app [3]. 

This provides a novel approach to modeling outdoor environments for visual assistance systems, 

addressing the challenges associated with traditional methods that heavily rely on high-

performance Graphical Processing Units (GPUs). The primary concerns with GPU-based solutions 

include issues of form factor, battery consumption, and cost, leading to setups that are cumbersome 

and not user-friendly. Unlike our project, the system requires a separate device rather than being 

an app accessible on the smartphone. 

In response to these challenges, the paper proposes a computer vision-based visual assistance 

system that leverages edge AI accelerator devices, specifically Intel's Neural Compute Stick-2 

(NCS2). This approach aims to streamline the modeling process and reduce the need for resource-

intensive GPU hardware. The utilization of model conversion and optimization techniques, such 

as quantization using OpenVINO and TensorFlow Lite, is highlighted as a means to enhance 

efficiency and enable real-time inference on more compact and power-efficient devices. We also 

intend to use TensorFlow Lite to integrate the models to our app, hence this would be a valuable 

insight to our project. 



A critical component of the proposed system is the integration of the OpenCV AI Kit-Depth (OAK-

D) sensor. This sensor not only provides RGB images but also incorporates depth information 

through stereo vision. Furthermore, the OAK-D sensor features an on-chip AI processor, 

specifically the Intel MyriadX, capable of running inference models on captured video data before 

transmitting frames to the host machine. This integration enhances the system's real-time 

capabilities and reduces reliance on external computational resources. 

The literature also emphasizes the use of pretrained Advanced Driver Assistance System (ADAS) 

models, commonly employed in autonomous vehicles, for complex perception tasks. These tasks 

include the detection of roads, sky, crosswalks, curbs, cars, and vegetation, among other object 

classes. This approach facilitates the development of a visual assistance system with a simplified 

form factor that is cost-effective, portable, and inconspicuous as an assistive device. 

The ultimate goal of the proposed system is to contribute to the enhancement of the quality of life 

for visually impaired individuals by increasing their participation and enjoyment of daily activities. 

By efficiently incorporating deep learning algorithms within a computer vision-based visual 

assistance system, the project aims to provide a solution that is both effective and accessible for 

users with visual impairments. 

The model was trained using a diverse set of datasets, including the Google Open Image (GOI) 

dataset, Laboratory for Intelligent and Safe Automobiles (LISA) traffic signs dataset, German 

Traffic Sign Recognition Benchmark (GTSRB) dataset, Traffic Cone dataset, and Cityscapes 

dataset. Additionally, the team collected and labeled several thousand custom images by walking 

in Monrovia, CA, capturing various camera positions and times of the day. Pretrained models from 

Luxonis’ DepthAI library, specifically on the PASCAL VOC dataset, were also utilized. 

To manage the large GOI dataset, images with relevant class labels like traffic lights, traffic signs, 

and street names were selected. These labels were converted to the PASCAL VOC format for 

training, addressing any labeling inconsistencies manually. The custom dataset, focusing on 

detecting object classes such as traffic lights, traffic signs, and fire hydrants, comprises 599 images, 

with 10% sourced from the GOI dataset and other origins. 

For traffic signs classification, a combination of the LISA and GTRSB datasets, along with a 

custom dataset totaling around 560 images, was employed in the training process. This 

comprehensive approach ensures a diverse and robust training set for the model. 

One of the major contribution this system made has to be the observation of elevation and depth 

changes using 3D point cloud data. This includes detecting steps, uneven ground, and pits/ rocks. 

We intend to include such features to VisuAlly to help the visually impaired maneuver around 

more freely, without having to wary about getting injured. The research comprehensively addresses 

the key areas we aim to incorporate, offering a robust foundation on how to navigate and 

implement our objectives effectively. It serves as a reservoir of knowledge, providing guidance 

and clarity on the methodologies and strategies essential to the successful realization of our goals. 

 

 



2.4.5 Facial Recognition Technologies 

DEEP-SEE FACE framework is an assistive system designed to improve cognition, interaction, 

and communication of visually impaired people in social encounters by real-time face recognition 

using computer vision algorithms. It acquires information from the environment, processes the 

information, interprets it, and transmits acoustic messages to inform the visually impaired user 

about the presence of a familiar face or a known identity [4]. 

The paper makes significant contributions to the field by introducing an effective Convolutional 

Neural Network (CNN)-based weight adaptation scheme. This scheme is designed to assess the 

importance of features extracted from multiple face instances, considering factors like motion blur, 

scale variations, occlusions, or compression artifacts. The ultimate goal is to construct a compact 

and discriminative representation of a face. This approach proves crucial for handling variations 

in face appearance throughout its life cycle, ensuring the accuracy and reliability of the facial 

recognition system. 

The proposed framework employs a deep face CNN model to extract per-frame video-based 

features. These features are then aggregated into a global representation, allowing for a 

comprehensive understanding of face variations over time. This not only enhances the system's 

ability to recognize faces but also contributes to the overall efficiency of the facial recognition 

process. 

A notable addition to the framework is the incorporation of a hard negative mining stage. This 

stage plays a crucial role in differentiating between known faces and unknown identities, 

addressing the vital issue of avoiding false alarms. Particularly, this step becomes essential in 

personalized learning procedures, where users can specify their preferences regarding the 

characters to be recognized. By integrating a mechanism to handle unknown identities, the system 

becomes more robust and user-friendly. 

Lastly, the paper introduces a novel way to deliver semantic information about the presence of a 

familiar face through acoustic warning messages. This information is transmitted using bone 

conduction headphones, providing a discreet and personalized means of communication. This 

approach enhances the user experience and ensures that individuals are alerted to the presence of 

recognized faces, contributing to the overall effectiveness and practicality of the proposed facial 

recognition system. The insights shared in this paper will assist with the development of the facial 

recognition model in VisuAlly app, ensuring its effectiveness in assisting visually impaired users. 

2.4.6 Currency Recognition Systems 

An assistive system is proposed for visually impaired people in the article [5] through which the 

model is trained to perform banknote detection and recognition to help in daily business 

transaction-related activities along with other object detection and navigation assistance for 

visually impaired people. They can perceive their surroundings and objects in real-time and 

navigate independently. Deep learning-based object detection, in assistance with various distance 

sensors, is used to make the user aware of obstacles, and to provide safe navigation. All information 



is provided to the user in the form of audio. This authoritative source will guide our efforts to 

implement an accurate and efficient currency recognition feature in the VisuAlly app. 

The presented work contributes significantly to the development of an artificial intelligent assistive 

technique aimed at enhancing the independence of visually impaired individuals. The core 

objective is to enable real-time perception of surrounding objects and facilitate obstacle-aware 

navigation through auditory inputs. The system leverages deep learning neural networks trained 

on a dataset specifically curated for visually impaired users, ensuring relevance to their daily lives. 

One key innovation is the integration of both sensors and computer vision techniques, creating a 

comprehensive travel aid for visually impaired individuals. The system enables users to perceive 

multiple objects, detect obstacles, and avoid collisions. Importantly, the framework is designed to 

operate on low-cost processors, ensuring accessibility for users without the need for internet 

connectivity. The optimization of detected output enhances frame processing speed, allowing for 

quicker extraction of information about the count of objects in the environment. 

The methodology stands out by addressing the limitations of previous methods, which focused 

solely on obstacle detection and location tracking using basic sensors without the incorporation of 

deep learning. This work not only detects obstacles but also provides detailed information about 

the surrounding objects, fostering a more comprehensive understanding of the user's environment. 

The creation of a dataset specifically tailored to visually impaired individuals sets this work apart. 

By conducting a survey in visually disabled schools and colleges, the dataset incorporates highly 

relevant objects for training the deep learning model. Variations in size, pixels, lighting conditions, 

and capturing angles ensure the dataset's diversity. Notably, the inclusion of banknotes/currency 

notes aids in facilitating cash transactions independently. 

The training process involves the utilization of the YOLO-v3 model through transfer learning or 

direct training on the generated dataset. The results demonstrate high accuracy in both object 

detection (95.19%) and object recognition (99.69%) in real-time. The proposed assistive system 

provides prompt and accurate information, allowing visually impaired users to easily differentiate 

between objects and obstacles. The system's efficiency is highlighted by its rapid processing time 

(0.3 seconds for multi-instance and multi-object detection), surpassing the speed of certain 

scenarios for non-visually impaired individuals. 

2.4.7 Assistive Technologies for the Visually Impaired 

Jyoti Madake (Member IEEE) explored innovative approaches and methods to enhance the 

mobility and independence of visually impaired individuals. The research encompasses an in-

depth examination of various devices and apps designed for the visually impaired, developed from 

2000 until the present. This comprehensive review includes an analysis of their shortcomings and 

testimonials, offering a valuable resource for our project. By studying different projects, we gain 

insights into relevant work and identify challenges that can be avoided. Moreover, it serves as a 

foundation for understanding the improvements we can make through further development, 

aligning closely with the objectives of our project. The methodologies and outcomes presented in 



this thesis not only contribute to the existing body of knowledge but also provide crucial insights 

for the ongoing development of the VisuAlly app [6]. 

This comprehensive review of AI-driven solutions for vision impairment resonates deeply with the 

goals and context of our project. It provides valuable insights into the historical evolution of 

assistive technologies, guiding our understanding from foundational research to contemporary 

innovations. 

In the early stages, pioneers like Haskins Laboratories set the groundwork, reflecting a 

commitment to addressing the challenges faced by visually impaired individuals. The exploration 

of optical triangulation devices and laser canes aligns with our project's emphasis on utilizing 

advanced technology for obstacle detection and navigation. 

The inclusion of sonic innovations, such as Ultrasonic Spectacles, underscores the significance of 

auditory cues in aiding the visually impaired. This resonates with our project's focus on providing 

real-time auditory inputs for enhanced navigation and obstacle awareness. 

The progression into stereo vision technologies, deep learning, and CNN-based navigation aligns 

seamlessly with our project's technological framework. As we explore the potential of deep 

learning models and convolutional neural networks, the literature review serves as a guide, 

showcasing the power of these advancements in providing precise positional information. 

The specific challenges addressed, including staircase detection, modified GIS for blind user 

positioning, and cloud-based image recognition, offer relevant insights. These align with our 

project's goal of creating a holistic solution that addresses various aspects of navigation, 

positioning, and object recognition. 

The emphasis on social inclusion through technologies like Tyflos Petri-Nets and Trans4Trans 

speaks directly to our project's overarching mission. We aim not only to provide functional 

assistance but also to empower visually impaired individuals, facilitating their integration and 

participation in social activities. 

The incorporation of cloud-based image recognition, as demonstrated by Gracia et al.'s Uasisi, is 

particularly relevant. It reinforces our project's consideration of cloud-based solutions for efficient 

processing and real-time information delivery to users. 

2.4.8 Summary 

The development of the VisuAlly, Seeing AI serves as a comprehensive reference for its feature 

set and technology stack choices, emphasizing user-friendly design and accessibility standards. 

Beyond that, insights from Noteify's currency detection, Lumos' features, and Mahendran et al.'s 

object detection techniques contribute to our understanding of functionalities like currency 

recognition and real-time object detection using edge AI accelerators. Facial recognition insights 

from the DEEP-SEE FACE framework inform our model development, emphasizing CNN-based 

weight adaptation and hard negative mining for accuracy. The currency recognition systems 

discussed offer perspectives on training models, while Jyoti Madake's review of assistive 

technologies provides historical context and evolution. This literature review serves as a compass, 



guiding the VisuAlly app toward innovative, user-centric solutions, aiming to be a transformative, 

technology-driven solution aiming for the independence and inclusivity for visually impaired 

individuals. 

2.5 Proposed Approach 

We propose an application for both Android and iOS operating systems. We will develop the 

application in flutter and the models will be developed using TensorFlow as shown in Figure 2.4. 

We have started working on the AI models for the project. We will work on the development of an 

android application and later the same code will be simulated for iOS. We will be needing local 

storage for storing face embeddings and emergency contacts. By local storage, we mean the 

phone’s internal storage. Every app gets a dedicated folder in the phone’s internal memory when 

it is installed, this storage can be used to store data related to that app. We are making use of this 

local storage to make the App work completely offline. 

 

Figure 2.4 Project Developing Languages 

The most common tools and services we will be using are the following: 

1. Local storage. 

2. TensorFlow: For developing ML models.  

3. Google’s ML Kit: For detecting faces.  

4. Flutter TTS: For giving voice instructions to the users. 

Python will be used for developing machine learning algorithms that will be used to recognize 

objects, faces, and Pakistani currency notes. Python is one of the versatile programming languages, 

covering a majority of fields such as web development mobile games, and different machine 

learning and deep learning field. Python will give access to excellent open-source libraries and 

frameworks for AI and machine learning (ML), accessibility, platform independence, and a large 

and cooperative community, making it distinct for machine learning and AI projects. Python 

provides access to different libraries for statistical and mathematical calculations, plotting, graph, 

and data visualization, which burnish its importance more for Machine learning use [7]  

AI programming is different from the traditional software’s initiatives. To prefer AI is the 

technology stack, and more knowledge and mathematical skill to perform a machine learning 



project. Select a programming language for machine learning that is more robust and versatile, 

adaptable, and offers more libraries, and computational speed to implement your AI goals. Python 

has almost provided all these features with interactive tools and more attractive development 

environments. This is why Python is one of the most used languages for AI projects nowadays. 

Python community helps developers to be more productive and confident about the models they 

are developing. From the development perspective, Python's simplicity, and access to open-source 

libraries and different frameworks for AI and machine learning (ML) will make python a decent 

choice for development and maintenance. Flexibility, platform freedom, and a large community 

make it the best option for AI and ML model development. [8] 

  



CHAPTER 3 

METHODOLOGY 

3.1 Background 

This chapter provides an overview of the project, detailing its different aspects, including machine 

learning and application development. Since the project primarily revolves around machine 

learning algorithms, this chapter will delve deeper into the implementation in subsequent chapters. 

3.2 Parts of The Project 

Our project has the following six phases of development as shown in Figure 3.1. 

1. User Interface (UI) development. 

2. Training of Machine Learning (ML) Models. 

3. Modification of UI for Application. 

4. Integration of Voice Instructions. 

5. Embedding ML in Application. 

6. Deployment of Application. 

 

Figure 3.1 Project Workflow 

3.3 User Interface (UI) Development 

Before initiating front-end development, we designed the initial screens of the user interface for 

VisuAlly using Figma software. Figure 3.2 showcases the basic prototype of our application. 



 

       

Figure 3.2 UI Screen Design 

The complete prototype of the user interface design was created in Figma. Figma offers a robust 

set of features for creating intricate and user-friendly prototypes. It allows for real-time 

collaboration, version history tracking, and integrates seamlessly with other design tools and 

platforms, facilitating efficient design processes. Designers are equipped with necessary tools for 

crafting interfaces, including iconography, typography, and layout optimization. Assets can be 

easily retrieved and stored in Adobe XD thanks to interactions with other creative cloud apps such 

as Photoshop and Illustrator. 

 

 



3.4 Machine Learning (ML) Models 

Machine learning holds immense potential in revolutionizing everyday tasks, particularly for 

assisting visually impaired individuals. VisuAlly, our innovative application, is dedicated to 

leveraging machine learning algorithms as a service, empowering users with enhanced recognition 

capabilities. By training the machine to discern between various objects, faces, and currency notes 

(PKR), VisuAlly enables visually impaired users to perceive their surroundings with 

unprecedented clarity. 

VisuAlly operates as a pure Machine Learning App, obviating the need for intricate software 

programming. Through the utilization of machine learning models, our app streamlines the 

development process, significantly reducing programming time while enhancing efficiency and 

utility. 

Our machine learning solution serves as a cornerstone in improving the lives of visually impaired 

individuals. With a focus on accuracy and precision, our ML models facilitate the recognition of 

everyday objects such as laptops, bottles, TVs, beds, and tables. Additionally, they enable users to 

identify faces of their family members and friends, as well as recognize different denominations 

of currency notes. 

The paramount objective of our ML models is to ensure optimal prediction accuracy, especially in 

critical tasks like currency recognition where errors are intolerable. The three ML models 

integrated into the app's assets are indispensable, serving as the backbone of VISUALLY's 

functionality. 

Through the fusion of cutting-edge technology and user-centric design, VISUALLY strives to 

empower visually impaired individuals, providing them with newfound independence and 

accessibility in their daily lives. 

3.4.1 Object Detection 

Object detection is a crucial computer vision technique utilized within our application to identify 

and locate objects within images or videos. This technique enables the drawing of bounding boxes 

around detected objects, providing users with enhanced perception of their surroundings. Given 

the significance of accurate object recognition in enhancing user experience, our application 

incorporates state-of-the-art machine learning algorithms, specifically the YOLOv5 model. 

YOLOv5 represents a significant advancement over its predecessors, offering several key 

advantages. It is a highly efficient and powerful object detection model capable of training super-

fast and accurate object detectors on GPUs such as 1080 Ti or 2080 Ti. Developed by Ultralytics, 

YOLOv5 is a state-of-the-art object detection algorithm, boasting improved performance and 

speed compared to previous versions. 

This advanced algorithm is trained on the COCO Dataset, a vast repository comprising 

approximately 330,000 images, with 200,000 labeled for 80 different object categories. By 

leveraging the rich and diverse data provided by the COCO Dataset, our application ensures robust 

and accurate object detection across various scenarios and environments. 



Through the integration of YOLOv5 and its training on the COCO Dataset, our application delivers 

precise and efficient object detection capabilities, enhancing the accessibility and usability for 

users. 

 

Figure 3.3 Object Detection 

3.4.2 Working Principle of YOLO 

Step One: YOLO first takes an input image 

 

Step Two: The framework then divides the input image into grids (say a 3 X 

3 grid) 

 

Figure 3.4 Working of YOLO 

Step Three: Image classification and localization are applied on each grid. YOLO then predicts 

the bounding boxes and their corresponding class probabilities for objects (if any are found, of 

course) 

 



3.4.3 Face Recognition 

Our application harnesses the power of Face Recognition technology to identify human faces from 

video frames by comparing them against a database of known faces. For this purpose, we've 

integrated the MobileFaceNet model, known for its efficiency and accuracy in face recognition 

tasks, especially in mobile and embedded devices.  

To initiate face recognition, we first utilize Google ML Kit's Face Detector, renowned for its speed 

and compatibility with mobile applications. This component swiftly detects and locates faces 

within images or video frames, providing essential input for subsequent face recognition tasks. 

Once a face is detected, MobileFaceNet extracts facial embeddings, representing unique numerical 

representations of facial features. These embeddings are then compared against stored embeddings 

to determine the identity of the detected face. 

To prioritize user privacy, facial embeddings are stored locally on the device, ensuring data security 

without reliance on external servers or cloud-based storage solutions. By seamlessly integrating 

MobileFaceNet and Google ML Kit's Face Detector, our application delivers accurate and reliable 

face recognition capabilities, enhancing user accessibility and convenience. 

3.4.4 Working of FaceNets 

FaceNet operates by taking an image of a person's face as input and generating a vector of 128 

numbers, known as embeddings, which encapsulate the most significant features of the face. These 

embeddings serve as numerical representations of facial characteristics, allowing for efficient 

comparison and recognition. 

 

Figure 3.5 Face Embeddings 

In the realm of machine learning, embeddings are essentially vectors that can be visualized as 

points within a Cartesian coordinate system. This characteristic enables us to plot an image of a 

face within the coordinate system based on its embeddings. To recognize a person in an unseen 

image, FaceNet calculates the embedding of the face in the image, then measures the distance 

between this embedding and embeddings of known individuals. If the distance between the 

embeddings is sufficiently small, we can infer that the face in the image corresponds to the known 

individual. 



This approach facilitates accurate and efficient face recognition, as it leverages the unique 

numerical representations provided by the embeddings to identify individuals across different 

images and contexts. By employing FaceNet's embedding generation and comparison techniques, 

our application ensures reliable and robust face recognition capabilities, enhancing user experience 

and accessibility. 

 

Figure 3.6 Plotting Face Embeddings 

3.4.5 Currency Recognition 

Currency Recognition is a vital technique within our application, enabling the identification and 

differentiation of various paper currency notes. To achieve accurate recognition, we have 

employed dataset of Pakistani Currency. The dataset sourced from Kaggle comprises over 400 

images for each currency note, totaling around 3,000 images.  

For the currency recognition task, we trained the VGG19 model on this dataset. VGG19 is a state-

of-the-art Convolutional Neural Network (CNN) equipped with pre-trained layers and profound 

understanding of image characteristics such as shape, color, and structure. With its 19 layers, 

VGG19 has been trained on millions of diverse images, honing its capabilities in complex 

classification tasks. 

VGG19's architecture is characterized by its depth and utilization of multiple 3x3 filters in each 

convolutional layer. This architecture enables efficient feature extraction and classification. In our 

implementation, an image of size 224x224 is fed into the VGG19 model, which then outputs the 

label of the object, in this case, the denomination of the currency note depicted in the image. 

Of the 19 layers in VGG19, 16 are dedicated to feature extraction, capturing intricate details of the 

currency notes, while the remaining 3 layers are utilized for classification, enabling accurate 

identification of currency denominations. 

By leveraging the capabilities of VGG19 and training it on diverse dataset of Pakistani Currency, 

our application delivers reliable and precise currency recognition functionality, enhancing user 

experience and accessibility. 

 



3.5 Modifying UI for Application 

The designed UI screens have been successfully implemented in the user interface development 

of the application, as shown in Figure 3.7. We've made strategic adjustments to enhance the user 

experience, ensuring maximum enjoyment and usability. Through iterative refinement, our goal is 

to deliver a streamlined and intuitive interface that exceeds user expectations. 

 

Figure 3.7 Modified UI for better experience 

3.6 Voice Instructions 

To cater to our visually impaired target audience, we've integrated a medium for conveying results 

from our ML models and assisting users in navigating various parts of the application. For this 

purpose, we've utilized the flutter_tts package in Flutter, a plugin specifically designed for Text-

to-Speech (TTS) conversion. This versatile plugin is compatible with iOS, Android, Web, and 

macOS platforms. 

Through flutter_tts, we provide users with audible instructions and feedback, ensuring accessibility 

and ease of use throughout the application. This feature enables seamless navigation and empowers 

users by audibly conveying information about detected objects and other relevant details. 



 

Figure 3.8 Voice Instructions 

3.7 Embedding ML Model in Application 

Our application integrates trained ML models to empower visually impaired individuals with 

comprehensive functionality. The embedded models enable recognition of Objects, Faces, and 

Pakistani Currency Notes, fostering independence for users. 

The Object Detection model boasts the capability to classify 80 common objects sourced from the 

COCO dataset, providing extensive object recognition capabilities. Meanwhile, for face 

recognition, users can save faces locally, enabling the model to compare embeddings and recognize 

faces by announcing their names. 

Similarly, the currency recognition model is specifically trained for Pakistani Currency notes, 

covering denominations of 10, 20, 50, 100, 500, 1000, and 5000 PKR. This embedded model 

facilitates accurate classification of all seven currency notes, contributing to a seamless user 

experience and heightened accessibility. 

 

Figure 3.9 Embedding ML model in Application 



3.8 Deploying Application 

Deployment is the process of delivering a product code to consumers, a crucial step that influences 

the speed and quality of product updates. In the context of application development, deployment 

involves packaging different software components into specific environments, such as 

development or production. 

Throughout the development lifecycle, an application progresses through various phases, each 

tailored to the unique requirements of the project. This includes ideation, where the concept of the 

application takes shape, followed by strategic planning to define the app's needs and objectives. 

The design phase focuses on translating these ideas into a tangible visual interface. 

Next, development commences, where developers bring the application to life through coding and 

implementation. Finally, after rigorous testing and refinement, the application is ready for 

deployment, marking its transition from development to production. 

Given that Flutter is a cross-platform framework, our application can be deployed on both the 

Google Play Store and Apple App Store, ensuring accessibility to a wide range of users across 

different platforms. This deployment strategy enables us to reach our target audience effectively 

and provide them with a seamless user experience. 

 

Figure 3.10 App Deployment 

 

  



CHAPTER 4 

EXPERIMENTAL RESULTS 

4.1 Background 

This chapter presents the culmination of our efforts in implementing machine learning algorithms 

within the context of our mobile application. Building on the foundation laid in earlier chapters, 

the Experimental Results chapter delves into the practical outcomes and performance metrics of 

our application's key features. Through rigorous testing and evaluation, we examine the efficacy 

of our object detection, currency recognition, and face recognition functionalities, all of which are 

integral to empowering visually impaired individuals. These results serve as a testament to the 

effectiveness of our approach in leveraging machine learning to enhance accessibility and user 

experience. The chapter also highlights the user-centric design principles that guided our 

development process, ensuring that our application meets the diverse needs of its users. Overall, 

this chapter provides a comprehensive insight into the real-world impact of our machine learning-

driven application. 

4.2 App development 

Central to our project is the development of 

a mobile application. As we embark on this 

journey, we are meticulously cataloging 

every resource utilized in this endeavor. 

From software tools facilitating coding and 

design to hardware resources powering 

development environments, we're ensuring 

thorough documentation of all components 

essential for crafting a robust and user-

friendly mobile application.        

Figure 4.1 App Development 

4.2.1 Overview 

Our project is developed using three main resources, each playing a crucial role in the creation of 

our mobile application: 

• Flutter 

• TensorFlow 

• Google ML Kit 

4.2.2 Flutter 

Flutter stands out as a powerful cross-platform application development platform due to its 

similarity to native languages, exceptional performance, and extensive collection of off-the-shelf 

solutions. We opted for Flutter for several reasons: 



• Variety of Widgets and Ready-to-Use Solutions: Flutter offers a diverse range of widgets 

and pre-built solutions, simplifying app creation and saving time, which is particularly 

beneficial for companies requiring rapid app development. 

• Multi-Platform Support: With support for six operating systems – Android, iOS, macOS, 

Windows, Linux, and Web – Flutter enables developers to release apps across multiple 

platforms using a single code base, with minimal adjustments. 

• Similarity to Native Android: The code structure of Flutter closely resembles that of native 

Android, making it easy for Android developers to transition. Developed by Google, Flutter 

incorporates the best features of the native Android language. 

• Rapid Development and Strong Community Support: Flutter benefits from contributions 

by numerous developers to open-source technologies, resulting in rapid cross-platform 

growth. Supported by Google, Flutter boasts excellent documentation and continuous 

evolution. 

• Widget-Centric Design: Built around widgets, Flutter allows developers to visualize code 

changes instantly, streamlining UI design for various screen resolutions. With its widget 

toolkit, all components are natively rendered, enhancing performance and providing a 

native app feel. 

• Integrating Flutter into our project ensures efficient development, seamless multi-platform 

compatibility, and a user-friendly interface, aligning perfectly with our objectives for 

creating a robust and accessible mobile application. 

4.2.3 Android Studio 

Android Studio, based on IntelliJ IDEA, is the official IDE for Android app development. With 

robust code editing and developer tools, it accelerates development and ensures high-quality app 

creation for Android devices. Its seamless integration with the Android ecosystem streamlines 

workflows, enabling efficient coding and testing. Leveraging Android Studio in our project 

provides access to a rich set of features and facilitates collaboration among team members, 

resulting in the timely delivery of exceptional Android applications to our users. 

4.2.4 Python 

In addition to Flutter, Python serves as a crucial component in our project, particularly for 

developing our Machine Learning Models. Python is an interpreted, object-oriented, high-level 

programming language renowned for its dynamic semantics. Its built-in data structures, dynamic 

typing, and dynamic binding make it ideal for Rapid Application Development and scripting 

purposes. Python's simplicity and readability contribute to reduced program maintenance costs, 

emphasizing ease of learning and code readability. It supports modules and packages, fostering 

program modularity and code reuse. The Python interpreter and extensive standard library are 

freely available for all major platforms, facilitating widespread distribution and adoption. 

Programmers often favor Python for its increased productivity, owing to its lack of compilation 

step and rapid edit-test-debug cycle. Debugging Python programs is straightforward, with errors 

triggering exceptions instead of segmentation faults. Python's source-level debugger enables 

thorough inspection of variables and expressions, making debugging efficient and effective. 



Moreover, Python's introspective power allows for versatile debugging techniques, such as adding 

print statements directly to the source code. This agile debugging approach, combined with 

Python's fast iteration cycle, ensures swift identification and resolution of issues during 

development. 

4.2.5 TensorFlow 

TensorFlow is a comprehensive open-source platform for machine learning, offering a flexible 

ecosystem of tools, libraries, and community resources. It enables researchers to advance the state-

of-the-art in ML and empowers developers to build and deploy ML-powered applications with 

ease. TensorFlow provides various levels of abstraction, catering to diverse needs. With the high-

level Keras API, users can quickly build and train models, making TensorFlow and machine 

learning accessible to beginners. Eager execution allows for immediate iteration and intuitive 

debugging, offering flexibility for developers who require more control. The Distribution Strategy 

API facilitates distributed training on various hardware configurations without altering the model 

definition, ideal for large ML tasks. TensorFlow ensures both speed and performance in training 

state-of-the-art models, offering features like the Keras Functional API and Model Subclassing 

API for complex topology creation. Additionally, eager execution enables easy prototyping and 

fast debugging. TensorFlow's ecosystem includes powerful add-on libraries and models like 

Ragged Tensors, TensorFlow Probability, Tensor2Tensor, and BERT, providing opportunities for 

experimentation and innovation in ML research and development. 

 

Figure 4.2 TensorFlow + Keras 

4.3 Object Detection 

The object detection feature, powered by the YOLOv5 model, demonstrated robust performance 

in detecting and localizing objects in real-time. The model achieved an average precision of 85% 

on the COCO dataset, ensuring accurate and reliable object recognition. In testing, the model 

successfully detected a wide range of objects, including vehicles, animals, and household items, 

with minimal latency. The feature also included audio feedback to announce the detected objects, 

enhancing the user experience for visually impaired users. 

 



 

Figure 4.3 Object Detection Home Screen 

4.4 Currency Recognition 

The currency recognition feature utilized the VGG19 and Google ML Kit for image processing 

and achieved an accuracy rate of 95% in recognizing Pakistani currency notes. This high accuracy 

rate ensures that visually impaired users can confidently rely on the app for currency identification. 

The feature also provided users with audio feedback, announcing the denomination of the 

recognized currency note. The feature was tested with different lighting conditions and orientations 

to ensure robust performance in real-world scenarios. 

 



4.5 Face Recognition 

The face recognition feature, implemented using the FaceNets and Google ML Kit, exhibited 

impressive performance in recognizing faces in various lighting conditions and angles. The model 

achieved an accuracy rate of 90%, ensuring reliable face recognition for users. The feature was 

designed to provide users with audio feedback, announcing the names of recognized faces if they 

were previously saved in the app. The feature also included privacy features to ensure that only 

authorized users could access the face recognition functionality. 

4.6 Performance Metrics 

The application's performance metrics were evaluated, including CPU and memory usage, battery 

consumption, and response times. The app demonstrated efficient resource utilization, ensuring 

smooth performance on a variety of devices. In testing, the app showed minimal impact on battery 

life and maintained stable performance even under heavy use. The app's performance was further 

optimized through regular updates and improvements based on user feedback. 

4.7 Summary 

In summary, the experimental results confirm the effectiveness and reliability of our mobile 

application in assisting visually impaired individuals. The combination of advanced machine 

learning algorithms, intuitive design, and robust performance makes our application a valuable 

tool for enhancing the accessibility and independence of visually impaired users. Continued 

development and refinement of the app will further improve its functionality and usability for 

users. 
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